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Abstract:

This paper discusses the problem of decoding codeword in Reed- Muller Codes.
We will use the Hadamard matrices as a method to decode codeword in Reed- Muller
codes.In addition Reed- Muller Codes are defined and encoding matrices are
discussed. Finally, a method of decoding is explained and an example is given to
clarify this method, as well as, this method is compared with the classical method
which is called Hamming distance.
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Introduction:

Reed- Muller Codes are some of
the oldest error correcting codes. Error
correcting codes are very useful in
sending  information over long
distances or through channels where
errors might occur in the message, [1].

Hadamard matrices were
introduced by the French
mathematician M.J. Hadamard, [2].
The elements of Hadamard matrices
are 1 or -1, whose rows and columns
are mutually orthogonal, [3]. Since,
Hadamard matrices are orthogonal and
belong to class of linear codes, [3],
which are useful in elimination the
interference in the channel. For these
reasons, Hadamard matrices are used
in coding theory; they are used to
generate Walsh matrices which are
important in the IS-95 system, [4],
where the 1S-95 system is on
orthogonal spread-spectrum  system
designed to eliminate multiple access
interference (MAI), [5].

Definitions and Operations:

The vector spaces used in this
paper composed of strings of length 2"
, where p is a positive integer of
numbers inF, ={0,1} (and we can

denoted it as /). The codeword of a
Reed-Muller Code form a subspace of
such a space. The addition and scalar
multiplication operations of a binary p-
tuple by a symbol over £, ={0,1} are
defined as follows:

For two vectors
r=(1,r,....r,) ands=(s,,s,....,s,),
addition is defined by

réds= (r, D, @5y, D SI,)

Where each r; or s; is either 1 or
0, and
1e1=0 ,0@l=]1 , 1@ 0=1 ,0&0=0

The multiplication of a constant
a € F, = 10,1} to vector r is defined by

a¥r= (o, a#:, ., oHy)
Definition (1): The Hamming distance
d (a,b) between two binary sequences a
and b of length n is the number of the
places in which they differ, [3].

The Communication Channel
Description of the
Ccommunication System:

In communication system, we
represent an information as a sequence
of 0 and 1 (binary form). Figure (1)
shows the block diagram of the
communication channel [1].
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A message is usually not

transmitted in it's entirely, but rather

Bv using Reed-Muller Codes

sent piecewise in blocks of a fixed
length called message words

Noise
; € Received Messace
Message Code o fes g
word ——» word | W L | wor
Encoder T Dieiads
Transmission by using Hadamard matrices

Fig. (1) The communication channel

Each message word is encoded
into a codeword using a suitable
coding algorithm and then sent across
the noisy channel. The collection all
code words are called a code.

While being transmitted, the
codeword may get corrupted by an
error e into a word. The decoder then
has several jobs. First, it needs to
detect that word is not a codeword,
identify the error e that has occurred,
and correct it accordingly to get the
original codeword. It can easily be
decoded to obtain the original message
word as output for the receiver.

Reed- Muller Codes:

The generator matrix for the rth-
order Reed-Muller Code of length
n=2" can be constructed as follow,
[6]:

First, define the product of two vectors
A and B by a component wise
multiplication. That is, let,

A . Jedl

B=(bi. b b, YeF)

(1 E T ERRRE S  |
Where,

aandb eI, ={01},¥i=01..n-1.
Then the product is the vector

AB = {amf),‘,utl)_,,‘,a b, I}E B

n-1

The generator matrix for the rth-
order Reed- Muller Code of length 2°
is defined as any array of block:

G,
G,

L 4.1)

G RAS

(r.p)

where, Gy is the vector of length
n=2" containing all ones; Gy, an P by 2°
matrix, has each binary p-tuple
appearing once as column; and Gy is
constructed from G, by taking its rows
to be all possible products of rows of
G,L rows of G; to a product. For
definiteness, we take the left most
column of Gy to be all zeros, the right
most to be all ones, and the others to be
the binary p-tuples in increasing order,
with the low-order bit in the bottom
row.

If r=1, then the set of codeword is
said to be a Reed- Muller alphabet of
the first-order and denoted by RM (1,
p) code. For example, the generator
matrix for the first-order Reed-Muller
Code of block length 8 is the 4 by 8
matrix:
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This generator matrix gives 16 CaD Gl . . . C,D
codeword. Figure (2) shows the first-
order Reed- Muller Code of block For example:
length 8, RM ,, ;, code. 1 1 1 1
0123|4567 H4=H2®H2=l —l®l -1
N
1 1 1 1 1 1 1 1 1
p. 1 1 1 1 [} 0 0 0
s il foloelolol1] 1 1 1 1
4 1 1 1] [} 1 1 0 0
s liJololifi]ololn :1 ot B
6 1100 1o |1 1|0 1 1 -1 =1
7 1 ( 1 0 ( 1 ) L
= TR i -1 ~1 1
]

Fig. (2) the first-order Reed-
Muller Code of block length 8, RM 3,
code.

The Main Results:

Hadamard Decoding algorithm:
Hadamard matrix of order n=2" is
generated by the following recursive
formula:

o Ll 5.1)
=l |6

H =H,®H,, ..(52)

where ® denotes the kronecker
product, [5]:
The kronecker product also
called tensor product or the direct
product of two matrices C and D is
defines as follows:

In this section, we will define two
methods to decode Reed- Muller
Codes, as follows:

Let r be a received word:
(1) Find the closest codeword

¢ €R-M code

Such that

d({,;‘)sd(g,c) ,VceR—M code

(2) Letme l'Y be a sent message.
Using the generator  matrix
Ggy, . then the encoded

lp)

message i1 is ¢ = ﬂ(fmf,”._ .

The received word r is multiplied
by a Hadamard matrix of order n to
form rH, If rH =6, then the

received word r is in RM,; ) code, but,
ifrH, #6 then the received word is

not in "M, code, this means that the
received word is received in error. In
order to find the location of errorinr ,
we compared the result in 1A, with
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each column of Hadamard matrix

which gives the location of error in r.
Example (1): Consider the original
messagem =(0, 1, 0, 0). Using
Gy, » the encoded message m is:

1111111

1
o000 1 1 11

e=(0.1.0 0)*

= 001 10011

1

=(0.0.0,0,L111)

Let the encoded message after the error
be

r=1(0,0,0,0,1,1,1,0)
We can correct the error in r_as
follows:
By 1* method:

dr, RM)) =35 ,d(r. RM>) =7
dr, RM;) =4 ,dr, RM,) =3
dr, RMs) =35 | d(r, RMy) =3
dr, RM-) =3 ,d(r, RMy =3

C/,(f. RMy) =5 d(n’_ RM ) =3
dr, RM;) =5 ,d(r, RM;») =3
dr, RM;) =35 ,da M) =35
d(r, RM;s) =1 ,d(r, RMs) = 3

We see that
d(r,RM )=d(r,RM ) ,Vi=12,.]16,
and thus RMs is the sequence
(codeword) that is most likely to have
been transmitted.
By 2" method:

rH, =(0,0,0.0,L1L11)*

[0 00 0 0 0 0 0]
01 01 01 01
001 1 0011
01 100110
00001111
01 011010

01 L 1100
01 10100 1]

=(0.0.0.0.1.1.1.0)

314

This vector is similar to eight
column of Hadamard matrix of order 8,
then we can see that the error was in
the eight place, and we write ¢ = (0, 0,
0,01, T 1, 1)

Since, ce RM;_ 3, code, then we can see
that the original message was
m=(0,1,0,0).

Conclusions:

1. Since, Hadamard Matrices
(codes) are orthogonal and
belong to linear block codes,
they are very important in
coding system.

2. Decoding Hadamard algorithm
for first order Reed-Muller
Codes is very useful than
Hamming distance.
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