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Abstract

In this paper, Bernstein polynomials method has used to find an approximate
solution for Fredholm integral equation of the second kind. These polynomials are
incredibly useful mathematical tools, because they are simply defined, can be
calculated quickly on computer systems and represent a tremendous variety of
functions. They can be differentiated and integrated easily.

1. Introduction

The integral equation is an equation in
which the unknown function y(x)
appears under the integral sign.

The general form of integral equation
is given by [1] :

h(x)y(x) = f(x) +.[k(x,t)y(t)dt (1)

where h(x), f(x)and the Kkernel
k(x,t)are known functions ; y(x)is
the function to be determined.

The general integral equations which
are linear involve the integral operator:
L= jk(x,t)dt .(2)

which satisfy the linearity condition:

L(a'.l. fl O+ a, fz )= a'.I.L( f1 )+ a, L( fz ®)

...(3)

Where  a,,a,are constants and
L(f (1) = j k(x,t) f (t)dt.

The integral equation is called
homogenous If f(x) =0, otherwise it

is called non homogenous [2].

We can distinguish between two types
of integral equations which are:

1. Integral equation of the first kind
when h(x) =0 in equation (1).

f(x) = j k(x,t)y(t)dt ...(4)
2. Integral equation of the second kind
when h(x) =1 in equation (1).

y(x) = f(X)+ j k(x,t)y(t)dt ...(5)

Integral equations can be classified
into different kinds according to the
limits of integral:

1. If the upper limit of the integral in
equation (1) is variable then equation
(1) is called Volterra integral equation.
Volterra integral equation of the first
kind is[3]:-

f(x) = j k{x,t)y(t)dt ...(6)

where a is constant and x is variable
Volterra integral equation of the
second kind is:-

y(x) = f(X)+ j k(x,t)y®)dt ...(7)

2. If the limits of equation (1) are
constants then the equation is called
Fredholm integral equation.

The Fredholm integral equation of the
first kind is:-

f(x) = j k(x,t)y(t)dt...(8)

where a, b are constants.
Fredholm integral equation of the
second kind is[3]:-

y(x) = f(x) + j K(x,t)y(t)dt ...(9)

3. The integral equation in equation (1)
is said to be singular if the range of
integration is infinite, e.g.,, 0<X <o
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or —oo< X<oo, or if the kernel k(X, t)
IS unbounded.

4. If the kernel k(x, t) in equation (1)
depends only on the difference x-t,
such a kernel is called a difference
kernel unbounded. and the equation:

h(y(9) = (x)+ [k(x-Dy@et ...10)
is called integral equation
convolution type.

2. Bernstein polynomials
The Bernstein polynomials of
degree n are defined by [4], [5].

HO {:‘jti(l—t)"‘
for i=012,..,n...(11)

of

where
n n! i
| == - , N is the degree of
| i'(n—1)!

polynomials, | is the index of

polynomials and t is the variable.

The exponents on the t term increase
by one as i increases, and the
exponents on the (1-t) term decrease by
one as i increases.

2.1 Properties of Bernstein
polynomials

Bernstein  polynomials
are:[4],[5]

1. B'(0)=B'() =0
i=012,..,n-1

By (0) =B, (1) =1
B'(t)=0 if i<0 or
B'(t)>0 in [0,1]
B'(t) =B (1-1)

Zn:Bi” ) =1

2. A Matrix Representation for

Bernstein Polynomials

In many applications, a matrix
formulation  for the  Bernstein
polynomials is wuseful. These are
straight forward to develop if only
looking at a linear combination in
terms of dot products. Given a
polynomial written as a linear

properties

for

i>n

680

combination of the Bernstein basis
functions [4].

B(t) =¢c,B; (t)+¢,B/ () +¢,B, (t) +...+¢, B (1)
...(12)

It is easy to write this as a dot product
of two vectors

C0
1...(13
B(t)=[[BS(t) By () BS(t)..-Bn”(t)];C (13)
_Cn_
which can be converted to the
following form:
Boo 0 0 c,]
blO b11 0--0 “RERE (14)
B(t)=[1t tz"'tn] bzo bz1 bzz"' 0 C,

bnO bnl bnz'” bnni_cn
where b, are the coefficients of the

power basis that are used to determine
the respective Bernstein polynomials,
We note that the matrix in this case is
lower triangular. In the quadratic case
n=2, the matrix representation is:

1 0 0 |c
Bt)=fLt ]-2 2 oc,
1 -2 1|c,
The cubic case n=3, the matrix
representation is
1 0 0 0}|c,
sy=ptee]® 0 0]
3 -6 3 0 |c,
-1 3-30 |gc,

3. A recursive Definition of the

Bernstein Polynomials.

The Bernstein polynomial of degree n
can be defined by blending together
two Bernstein polynomials of degree
(n-1). That is, the n" degree Bernstein
polynomial can be written as, [4].

B/ (t) = (L—t)B ™ (t) +tB]"; (t) ...(15)
The (n=1)Bernstein polynomial of

degree n form a partition of unity in
that they all sum to one,[4].

SE -3 8 0)-3 B - Y8 -1---(16)
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Bernstein polynomials of degree n can
be written in terms of the power basis.
This can be directly calculated using
the equation (11) and the binomial
theorem as follows, [4].

B (1) = [E]t A-t = Z(—l)@(:(]t

Where the binomial theorem is used to
Expand (1—t)"*.

3. Solution of Fredholm
integral equation with

Bernstein polynomials

In this section Bernstein polynomials
to find the approximate solution for
Fredholm integral equation, will be
introduced.

Let us reconsider the Fredholm integral
equation of the second kind.

y(x) = f(x)+jk(x,t)y(t)dt ..(17

A applying the Bernstein polynomials
method for equation (17) by using
equation (9),(12), we get the following
formula.

Co

Co

y(®) =[BI() BM) BI(Y)...B (1)] °

c

n

If n=2
B(t) = [c,B2(t) c,BZ(t) ¢,BZ(t) |=y(t)

y(t) =[B2(t) BZ(t) BX(1))] z

C,
y(t) = HS}” 1-1)*° [f]tl(l—t)“ [;]tz(lt)“}F ]
yt) =[a-1? 2aa-1) t?] Ef

C,

CO
yity=fl-2t+t> 2t-2t> t?] ¢,
C

2

1 0 0]|c
yy=h t ©]-2 2 ollc [..(18)
1-2 1]||c,

If we substitute equation(18) in to
equation(17), we obtain,
1 0 0|c,

0 0 i
Lx x2[-22 of|c |=f+[kxnptz]-2 2 ofc, fdt
21 a

C,

1 -2 1jc,

¢y (L= X)? +20,x(L— X) +C,x% = f (X) + lik(x,t)[co (A—1)? + 2¢,t(L—t) + C,t* Ht

And after performing the integration.
b

Co(L=x)° +2cx(L-X)+¢,x* = f(X)+ 4 jk(x,t)co(l—t)zdt+Z_Tk(x,t)clt(l—t)dt+Tk(x,t)c2t2dt]

a

= £(0) + ¢, [ KOO t)(L—2t+17)dt +2¢, [k(x, )t —t*)dt + ¢, [k(x,Ht*dt ...(19)
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now to find all integration in
equation(19).
Then in order to determine

C,,C,and c,, we need three equation;
Now Choice x.,i=12,3 in the interval
[a, b], which gives three equations.
Solve the three equation by Gauss
elimination to find the wvalues
C,,C,and c, .

The following algorithm summarizes
the steps for finding the approximate
solution for the second kind of
Fredholm integral equation.

4. Algorithm (BPFI)

Stepl:

Choice n the degree of Bernstein
polynomials

B"(t) = mt (1-t)"'fori=012,...,n

Step2:
Put the Bernstein polynomials in
Fredholm integral equation for second
kind.

B"(x) = f(x)+ ]1 k(x,t)B (t)dt
Step3: )
Compute J'k(x,t)Bin (t)dt

Step4:
Compute Cy,CyyeoyCh,

x,i=123--,n, x €[a,b]

where

Example(1):
Consider the following Fredholm
integral equation of the second kind:

u(x)=e™> - jxetu(t)dt

Which has the exact solution
5 X
ux)=e ™ —=
(x) >

680

Here

f(x)=e™, 1=-1, k(x,t) =xe'
When Bernstein polynomials algorithm
is applied, Table(1) and Fig(1) presents
the  comparison between  the
approximate solutions using Bernstein
polynomials method and exact values

u(x):ex—g depending on least

square error (L.S.E).

4. Conclusion

In this work, Bernstein polynomials
method has been proved effectiveness
in solving Fredholm integral equation
of the second kind. From solving some
numerical examples the following
points have been identified:

1. This method can be used to
solve the all kinds of linear Fredholm
integral equation.

2. It is clear that using the
Bernstein polynomial basis function to
approximate when the n™ degree of
Bernstein polynomial is increases the
error is decreases.

Table (1) The results of Example(1)
using (BPFI) algorithm.

X Exact BPFI Oof
degree n=2

0 1 1

0.1 0.8548 0.8590

0.2 0.7187 0.7241

0.3 0.5908 0.5955

0.4 0.4703 0.4730

0.5 0.3565 0.3568

0.6 0.2488 0.2467

0.7 0.1466 0.1428

0.8 0.0493 0.0452

0.9 -0.0434 -0.0463

1 -0.1321 -0.1316

L.S.E 1.0e-3
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Fig.1 Approximation and Exact solution of Fredholm integral equation of Examplel

5. References:

1.

Jerri A. J., 1985. Introduction to
Integral Equation with
applications. Marcel Dekker, Inc
, New York. p73-87,153-171.
Lapidus L. and Seinfeid J., 1979.
Numerical solution of
Differential Equations, Wiley
Eastern Limited. New Delhi, p2-
18.

Diskunov ON.,1974. Differential
and Integral Calculus, English

e Glbisa 5y

translation. ~ Mir  Publishers,
Moscow.

Kenneth 1. J., 2000. Bernstein
polynomials,  University  of
California, Davis.

Henryk G. and Jose' L. P., 2003.
On the Approximation Properties
of Bernstein polynomials via
Probabilistic tools, Boletin de la
Asociacion Matematica
Venezolana, I. X(1),1.

CAdiy 39aa Badaia A8y )b aladily AlalSil) algan b Aslaal &5 Ja

Ao g Lauls
i peativedl) Faalall — Futigl) A *

slaky daala = Aely3l ASH

sdadA

Aload Alalaal sl dall alagy Ay@ll (lip dgas Badale Ayl Creddiul Sl 138
Ly yas ddaliad @lldg dpalyyll (gyhall 3 S IS8y Jastind 3gaal) Bada%a o LS SO e il e Alalal)

680

Al gotis L lgd Cbliaall de g Al sel s



