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Abstract:

In this paper, a computational method for solving optimal problem is presented, using
indirect method (spectral methodtechnique) which is based on Boubaker polynomial.
By this method the state and the adjoint variables are approximated by Boubaker
polynomial with unknown coefficients, thus an optimal control problem is
transformed to algebraic equations which can be solved easily, and then the numerical
value of the performance index is obtained. Also the operational matrices of
differentiation and integration have been deduced for the same polynomial to help
solving the problems easier.

A numerical example was given to show the applicability and efficiency of the
method. Some characteristics of this polynomial which can be used for solving
optimal control problems have been deduced and studied for any future work.
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Introduction:

Control theory is a branch of optimal control problem (OCP), the
optimization theory concerned with (LQP) is stated as follows;

minimizing or maximizing a given Minimize the quadratic continuous
performance index which satisfying the time

system state equations and constraints cost function |

[1]. The main goal is to find an optimal ty r

open loop control u’(t) or an optimal =] (x0Qx

to
+ u” Ru)dt ... (1)
subject to the linear system state
equations;
x (t) = Ax(t) + Bu(t) ..(2)

A particular form of the (LQP) that
arises in  many control system
problems, where A represents an
n X n system matrix. B isnx
m input matrix, x(t)represents an n X

feedback control u'(t, x) that satisfies
the dynamical system and optimizes in
some sense performance index.
Analytical solutions of optimal control
problems are not always available, so a
numerical solution for solving optimal
control problems is the most logical
way to treat them. [2]

The linear quadratic control (LQP) is a
special case of the general nonlinear
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1 state vector, and u(t) is mx
1 input vector . [3]
The solution is known to be
u*(t) = —R7IBTM)x(t) .
Where x(t) satisfies the following

equation
X A —BR71BT\ (x
(=L ") 0
With boundary conditions

x(t,) = x,

A(t,)=0.

Indirect methods are generally based
on a reduction of the control problem
to a problem involving a differential
equation such as the HJB(Hamilton-
Jacobi-Bellman) or TPBV(Two Point
Boundary Value )problem that is based
on the principle of optimality which in
most casesare very difficult to solve,
So the idea is using the solution of the
first order necessary conditions for
optimality that are obtained from
Pontryagin’s minimum principle for
problems without inequality
constraints, then the optimality
conditions can be formulated as a set
of differential algebraic equations[4],
and to reduce them to an algebraic
equations in terms of the orthogonal
functions and the operational matrix of
differentiation ( or integration) matrix
associated with this function. In[3,5-9]
the same method has been used with
different  kinds of  polynomials
(e.g.,Chebyshev, Laguerre, Bernstein).

The spectral method was used in
this paper to find the solution for these
equations by the aid of Boubaker
polynomials as the basis function,
presenting it as an efficient tool with
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spectral method technique for solving a
linear quadratic problem.

1-Boubaker Polynomials

The Boubaker polynomials were
established for the first by Boubaker et
al. as a guide for solving heat equation
inside physical model and then for
other physical applications [10,11,12].
During  resolution  process  an
intermediate  sequence raised an
interesting recursive formula leading to
a class of polynomial functions that
performs difference with common
class. Boubaker  polynomial is
introduced by the following equation;

[2]

L) (n—4 ] n-2
B, ()= [( ek |
p=0] (n-p) ]
where _"['?]=\‘j = O
2] 4
B.()=1B,(t)=t.B.(t)=1 + 1.
..(3)
2-Operational Matrix of

Differentiation:
We have derived the powers in terms
of Boubaker polynomials which will
help us in solving our problems. Then
we have in matrix form the powers of t
as follows;

T =KB(f)

T=lf 0 r
B(t)=[B,().8,1).5.6)...B ()]

where
and
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Using the recursive relation for

w d .
nere < B,,(t), then we have B,(t) = 0
[1 0 0 0 0 0 0 0 0] at B B
Io 1 00 0 0 0 0 oI . 1(8) = Bo(1)
[-2 0 1 0 0 0 0 © 0] B,(t)=2B,()
IO -1 0 1 0 0 O O OI .
B_(t)=3B_(t)-5B (t
l2 0o 0 0 1 0 0 0 0: 3 () ) o ()
IO 2 0 1 0 1 0 O 0| y
K= | B, (1) = 4B (t) - 4B (t)
|—4 0 3 0 2 0 1 O 0|
IO -1 0503 01 OI B.(t)=5B,(t)-3B (t)+13B (t)
I ' I the recursive relation is,
| | . . )
| ' | B (t)=tB (t)+B__(t)-B (t).
Lk, : 1]
EE The differentiation operational matrix
K ) - 0 i< for Boubaker polynomials, which is
kL= gk, orthogonal polynomials, was deduced
[k, =k .+k,,, >3 as follows;
A recursive relation is given by; B (t) =bB (t)
Bm(l):leJ(t)’Bm,z([)' for m > 2.
(B ()] [0 0 0 0O 0 0 0 0 0 0 O© 071 IB,(t)]
IB'l(t)I I 1 0 0 0O 0 0 0 0 0 0 0 0 } IBl(t)I
IB'Z(t)i i 0 2 0 0 0 0 0 0 0 0 0 0 } IBZ(t)I
| B’g(t)| | -5 0 3 0O 0 0 0 0 0 0 O© 0 | |B,)
:B'a(t)l i 0O -4 0 4 0 0 0 0 0 0 0 0 } IBA(t)i
B.t)] |13 O -3 0 5 0 0 0 0 0 0 0 | |B.() |
:B's(t)l i O 14 0 -2 0 6 0 0 0 0 0 0 } lBs(t)i
B (t)|=|-41 0 15 0 -1 0 7 0 0 0 0 0 [*|B,(t)] ...(4)
IB'B(t)I : 0 -40 0 16 0O 0 8 0 0 O 0 } IBB(t)i
Bty 122 0 -39 0 17 0 1 0 9 0 0 o | |8,(t)]
IB'w(t)I i 0 122 0 -38 0 18 0 2 0 10 0 0 } IBlO(t)i
L I
| | | |
o e
. N
| . || | |
B, ()] [P, b,.|] [B,(t)]

Such that;
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b, =1
1) bi‘j:O if i <j,where i=12,3,..., j=12,3,...
(2) bi‘j=0 if i >j, s.t;i—j iseven.

(3) b, =-[3xb +2],where i >2 and isis even.

(i-2)1

]
|
L ...(5)
|
J

(4) b =b + k where k =j -1, 2n =i — j +1.k and n are integers

2n+k ,k +1 2n, 1

3- Operational Matrix of Integration
The integrationof the vector B (t) for Boubaker polynomials can be obtained as follows,

t

[B(o)o =GB ()

where G isoperational matrix for integration.

[ o 1 0 0 0 0 0 0 0 0 0 0]
| 1 |
I -1 0 = 0 0 0 0 0 0 0 0 0 I
2
| 5 1 |
| o = 0 0 0 0 0 0 0 0 0 |
| 3 3 |
| 4 4 2 |
| -— 0 — 0 = 0 0 0 0 0 0 0|
B 8 8 |
| 24 3 3 |
|0 - 0 0 = 0 0 0 0 0 0
| 15 15 15 |
| 44 24 2 4 |
= 0 - 0 . 0 — 0 0 0 0 0

G=| 24 24 24 24 |
| o = 0 . 0 = 0 = 0 0 o ol
| 35 35 35 35 |
| 180 72 24 6 |
| - — — 0 -— 0 0 0 — 0 0 0 |
| 48 48 48 48 |
I o 216 . 72 . 24 o 1 o 7 0 o }
| 63 63 63 63 63 |
| 604 216 72 24 2 8 |
| —— 0 el 0 — 0 -— 0 -— 0 — 0
| 80 80 80 80 80 80 |
| 648 o 216 o 72 0 24 o 3 o 9 |
L 99 99 99 99 99 99

such that;

9.5 =1 92,1:_1; 92,321/2; 93, =5,

Denominator of all terms of matrix is i (i -2) foralli > 2

The following g's represent only the num erator.
(1)gi’j=0,ifi < j & i -] iseven .
(2)gi‘j=i—2ifj=i+1.

lil i-3

BIPANG o :
3)g,, =1 (3) *8, ifi isodd & i = 5.

4)9,,=9,,,,+ 4(—1);(i +1).

(5)9 .,k 2.k =9,,, Ifi >4 & k is a positive integer.
(6)9 .0k k41 = 9201,k +1 wherek = j —1and 2n =i — j +1,

k & n as positive integers.

186



Baghdad Science Journal

Vol.13(1)2016

4-Spectral method Technique
Spectral method is used to solve finite
Linear quadratic optimal control
problems with the aid of classical
polynomials usually like, Hermite,
Laguerre polynomials... etc, as the
basis functions [4]. In this work,
Boubaker polynomials have been used
with the following procedure,

-Writing the necessary conditions to
determine the optimal solution of the
problem equations (1) and (2), which
are the followings,

1
x = Ax — EBR‘lBT/l .. (6)
A=20x—ATA..(7)
1
u= —ER_lBT/l ..(8)
with the initial conditions x(0)=Xx,, and
the final conditions A(t;)=0.
- Choosing a set of state and adjoint

variables and approximating them
using a basis function to approximate

x' (t)and 2" (t)and substituting in (7-
9), we get

X, (t)=x, (t)=Y a,B (t) ..(9)

A,t)~ 2 (t)=3b,B,(t) ..(10)

where aijand bij;i =12,.,N,j=12,..,q.

and B, are Boubaker polynomials.

The remaining 2(n-q) state and adjoint
variables are obtained from the system
state and adjoint equations.

- Form the 2 (NxN) system of
algebraic equations as follows;
Differentiate the basis functions B;(t),
i=1,2,...,N then introducing Boubaker
polynomials differentiation operational
matrix Dg to yield

B(t) = DgB(t) ...(11)
where the matrix Dg is given by
equation (5).
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Note that x T‘ (t) and /IJN (t), j =1,2,...,n can be written as

X =aB(t)

A=pBB(t)
Differentiating with respect to t yield

X :aDBB(t)

i:pDBB(t)

- Solve the above resulting square of
equations using Gauss elimination
procedure with pivoting, to find the
entries of « and g .

-Find the approximate value of the
performance index J in equation (1).
To illustrate the procedure, the
following numerical example is given.

5- Numerical ExampleConsider the
problem

1
J= f u?dt ... (12)
0

X1 = x,x1(0) =1, x(1)=0
X, =u,x,(0) =1, A,(1) =0
The exact solution is J=12.

Exact trajectories are

x,(t)=t3-3t2+t+1
x,(t) =3t2—6t+1
u(t) = 6t — 6, 0<t<l1l

2
H=u"+4Ax,+4U.

Sufficient condition

oH
—=0—>2u+4,=0
ou

2'2
u =-—4+-

2
Necessary conditions
i oH  OH

STt T

X1 = X3 ... (13)
: Az
A, =0..(15)

With boundary conditions x,(0) =
1, xl(l) = 0, xz(O) = 1, /12(1) = 0,
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The state variable x;(t) and adjoint
variable A,(t) are approximated by
third order Boubaker polynomials, then
x,(t) can be found from equation (13)
while A, (t) is from equation (16).

X, (t) = Zaa‘Bi,
x (t)~aB (t)+aB (t)+a,B, (t)+a,B (1)
7))~ xb B,

A,(t)~b B (t)+bB (t)+b,B (t)+b.B (t),
Substituting in equations

using equation (11) we get
2a,B,(t) + 6a3B,(t)

1
=3 boBy(t)

1
- §b1B1(t)

(13-14),

1
- Eszz(t)

1
— =b3B;(t)

. ~(17)

from equation(16)
A1 = —[(by — 5b3)By(t) + 2b, B4 (t)
+ 3b3B,(t)]

Substituting in equation (15)

fromequations(17) and (18) with
boundary conditions the following
algebraic equations are obtained,

4a,+b =0 ..(19)
12a,+b =0 ...(20)
2b, =0 .(21)
6b, =0 ..(22)
x,(0)=1->a ,+2a,=1 ..(23)
x,(0)=1->a +a, =1 ..(24)
x,(1)=0->a,+a +3a,+2a,=0 ...(25)
2,(1)=0->b +b +3b,+2b =0 ..(26)
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The following state and control
approximations are:

X, (t) = 7B (t)+(0)B,(t)- 3B (t)+ (1)B,(t),
X,(t)=-5B (t)-6B (t)+3B(t),
u(t)=—6B(t)+6B (t)

with the approximate value of J'=12,
which is a good approximation to the
exact value.

Conclusions:

Boubaker polynomials can be used for
transforming an optimal  control
problem to algebraic equation by the
aid of indirect method (spectral method
technique). The operational matrix of
differentiation was derived and applied
for solving the optimal conrol problem
by reducing it into algebraic problem,
also the operational matrix of
integration was derived to be used in a
future work, and then an example has
been presented which showed the
applicability of this method.
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