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Abstract: 

In this paper we present the theoretical foundation of forward error analysis of 

numerical algorithms under; 

 Approximations in "built-in" functions. 

 Rounding errors in arithmetic floating-point operations. 

 Perturbations of data. 

The error analysis is based on linearization method. The fundamental tools of the 

forward error analysis are system of linear absolute and relative a prior and a 

posteriori error equations and associated condition numbers constituting optimal of 

possible cumulative round – off errors. The condition numbers enable simple general, 

quantitative bounds definitions of numerical stability. The theoretical results have 

been applied a Gaussian elimination, and have proved to be very effective means of 

both a priori and a posteriori error analysis. 

 

Key words: built in function, Rounding errors, perturbations data, boundary value 

problem. 

 

Introduction: 

Evaluation algorithms are defined by 

finite sequences F= (   , ..,  ) of input 

operations, evaluations of 'built-in' 

functions, and arithmetic operation for 

determing sequences. 

Let U= (  , ….  ) of input data, 

Intermediate and final results [1- 4]. 

      ( )        ……. (1)  

Under perturbations, an evaluation 

algorithm yields approximations    of 

   that can be written in the form  

   (    )  ( )         
……... (2) 

   Called the local error are the relative 

errors of data input. 

We shall assume that the local errors 

are bounded by |  |      for 

t=o,….n, where    are suitable non 

negative weights and ƞ is an accuracy, 

constant. 

 

Remark 

Many of these theoretical properties do 

not hold in the presence of rounding 

errors. Where:  

Cond (A) = ‖ ‖ ‖   ‖ condition 

number. [4], 

Cond ‖ ‖ = denote the spectral norm 

of A (The norm of a matrix is in some 

sense a measure of the magnitude of 

the matrix). 

‖ ‖      |  (   
 )|  ⁄  The 

spectral norm. (The notation    (   
 ) 

denotes an eigenvalue of     note that 

for any real matrix A the matrix     is 

symmetric and nonnegative definite. 
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1. Error Propagation: 

Starting points are representations and 

elements of the errors in elementary 

arithmetic operations, +, -, *, /, and 

"built-in" function occurring in the 

floating – point arithmetic of 

computers. Condition numbers are 

defined for the simplest algorithms, 

consisting of the input of one or two 

operands followed by an arithmetic 

operation or function. 

Estimates for the remainder terms of 

Taylor′s formula are established. By 

neglecting remainder terms in the 

general error equations, Propagation of 

error is the effect of errors on the 

uncertainty of a function based on 

them. When the variables are the 

values of experimental measurements 

they have uncertainties due to 

measurement limitations which 

propagate to the combination of 

variables in the function.  

The algorithm (A) determines uniquely 

mapping A in      . The solution of 

the linear absolute error equations are 

obtained by means of the solution 

operators L= (   )    and of the 

relative error equation by L=      

(   )      this is in correspondence 

with the use of so-called relative or 

logarithmic derivatives [5]. 

2. Error estimates for numerical 

algorithms: 

Round – off errors arise because it is 

impossible to represent all real 

numbers exactly on a machine with 

finite memory (which is what all 

practical digital computers are) 

Given two numbers a, b, and arbitrary 

approximations a′,b′, of a,b the 

following absolute and relative a priori 

and a posteriori errors are defined: 
Absolute Relative 

A priori    Δ a= a′ - a Pa = (a′- a) / a, a ≠ 0 

A posteriori   Δ a′ = a - 

a′ 

pa′ = (a - a′) / a′, a′ 

≠ 0 

Δ (aob) = a′ ob′ - aob, 
P(aob) = (a′ob′ -

aob), 

 

O = +, -, *, / of sums, differences, 

products, and quotients under 

perturbations of the operands a, b. It is 

well known that: 

Δ (a ±b) = Δ a ± Δ b, 

Δ (ab) = (b Δ a) + (a Δ b) + (Δ a Δ b) 

Δ (a/b) = 1 / (b + Δ b) (Δa – (a/b) Δb) 

P (a ± b) = (a/c)    ± (b/c)    , 

P (ab) =    +   + (     ) 

P (a/b) = (  –  ) / (1+  ) 

Where c = a ± b. The numerical 

computation of aob first requires input 

or computing of operands a, b carried 

out approximately.    

3. Forward Elimination:  

The following investigation deals with 

the error analysis of Gaussian 

elimination for the solution of regular 

linear systems. 

1- Ax = y : ∑    
 
            i= 1 

(1)n. with real coefficients     and 

right-hand sides    first the common 

forward elimination is analyzed 

which reduces the given system 

with one or several right –hand 

sides to  a triangular linear system it 

is well known that the determinant 

of A can also computed in this way. 

Thus let  ̂ = (   
 ) be a rectangular n  

(n+h) matrix such that 

2-    
        i= 1 (1) n. 

For the solution of the above linear 

system (1) set h=1 and  

3-       
         i = 1(1) n. 

For the error analysis of computing the 

determinant put, h = 0 such that  ̂ = = 

A by forward elimination a sequence 

of matrices  

 ̂    (   
   ) is  

 

determined according to  

4-     =(   
     ),     

           

       
  

 

(i=t+1,…n, & k=t+1,…n+h) for t=1,… 

n-1. Due to data perturbations, 

rounding errors, or a preceding 

computation of the coefficients and 

right hand sides this algorithm is 
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performed numerically with 

approximations    
  of    

 . The 

floating-point arithmetic of computer 

computes, instead of the exact    
   , 

the approximations [6]. 

5-        (   
     

 ),     
     = F1 

(   
  - F1 (       

  )). 

The linear absolute a priori error 

approximations    
     

  of    
       

satisfy the linear error equations: 

   
  (    

 )    
  (      

 )   
 

          
6-    

       
         

     
     

  
       

      
     

          

By        
      

  are meant the relative 

rounding errors of the floating-point 

division/ multiplication/ and 

subtraction in the computation of 

   
     according to (5). 

By these equations the linear error 

approximation    
  are uniquely 

determined as functions of the absolute 

data errors. 

    
     

      
  (I = 1 (1) n, k = 

1,…, n+h) and the relative rounding 

errors     
 

,     
     

  

4. Back substitution: 

Forward elimination reduces the given 

linear system 1. To the triangular 

system [7]. 

1- Ux = z:∑    
 
        (  

  ( )  ) 
With the coefficients 

2.        
  (k≥i), Zi =       

  (i,k 

= 1 (1) n). simultaneously, the 

lower triangular matrix L= 

(   ). 
3.         (k < i),         (i ≤ k), 

and thus the triangular 

factorization A=Lu of A is 

obtained. The solutions    of the 

linear system are then determined 

successively by: 

4.    ( ∑   
   
     )     

(i=n,….1). For each index I 

choose a suitable permutation 

Ji+1,…Jn + 1 of the natural 

numbers i + 1,…, n + 1, In 

computing the solution    in the 

floating-point arithmetic of a 

computer, becomes  

5.   
          (             ), 

6.   
      (  

       (        ) 

(k=n,…,i+1) 

7.       (  
         (i = n,…,1). 

The linear error approximation S 

in (6) is a first order 

approximation of the absolute 

error Δx =X-X of the computed 

solution X, that is, the first order 

approximation S of the absolute 

error of the computed solution 

vector X permits the 

representation [8]. 

8. S =              , using the 

error terms. 

9.   
    ∑    

    
       

10.   
  ∑   

  
          

∑    
 
          and the local 

rounding error     , 

11.     
        

      
 (i<k), I = 1,….n 

of arithmetic floating-point 

operations in (5). 

12. Δx = s + O ( )2 Accordingly, the 

residual of the linear system Ax=y 

has the form[8,9]. 

13. Ax – y = AΔx = As + O ( )2  By 

(6) and triangular factorization A 

= Lu, the linear residual 

approximation t = As has the 

representation. 

14. t =As = LF. Thus s,t can be 

decomposed into. 

15. S=                     
                         
   . 

The terms       represent the error 

and residual contributions of all 

data error and all rounding errors 

of the floating-point arithmetic in 

forward elimination, and       the 

error and residual contributions of 

rounding error occurring in back 

substitution. 

5. Condition Numbers [9]. 

It is presupposed in the following that 

the absolute data errors     ,     



 Baghdad Science Journal  Vol.13(1)2016 
 

193 

of the coefficients     and the 

right-hand sides    of the linear 

system are bounded by: 

1- |    |         |   |  
     (     ( ) )  Where    is 

a data accuracy and    ,    are 

non-relative weights. Analogously 

is assumed that the relative 

rounding errors of the arithmetic 

floating-point operations of the 

numerical solution of the linear 

system are bounded by, (the 

following inequalities is the 

theoretical background for the 

condition numbers). 

 
|     |           
|     |           

2- |    |           
|    |           
For more information see MAT LAB 

COND. Where    is the relative 

accuracy of the floating-point 

rounding function and 

            are suitable 

nonnegative weights. Further let 

 

3-      (      )      
The linearization method [10]. 

guarantees that the linear error and 

residual approximations s,t are 

first order approximations of the 

absolute error Δx  = x-x and the 

residual  
 
    in the form. 

4- Δx=S+O (  ),  
 
    = t + O 

(  ). Provided that    sufficiently 

small. The linear error and residual 

approximations may be 

decomposed with respect to data 

rounding errors by. 

5- S =        t=     , where 

           , are given above the 

error and residual approximations 

      are linear forms in the data 

errors ΔA, ΔY, for all data errors 

of the error distribution these 

linear forms are bounded 

component-wise by: 

6- |  
 |    

     |  
 |    

     (i,J=1 

(1) n). Using the following data 

condition numbers   
   of the 

solution    and residual condition 

numbers   
  with respect to data 

perturbations. 

  
  ∑ |   

(  )
|   

 
 

   
 

7-    
  ∑    

 
    |  |     (i,J=1 

(1) n). For each i,j there is a data 

perturbation in the distribution 

such that the bounds   
    , 

   
     are attained this sense the 

estimates are optimal.  

 
Numerical example and 

applications: 

The error analysis of numerically 

solving two linear equations in two 

unknowns,  

1- ax +by = f, cx +dy = g  

The relative data and rounding 

condition numbers of computing the 

solutions x,y by Cramer′s rule and 

Gaussian elimination are 

determined. The important results: 

for non-singular linear system 

Gramer′s rule is always well-

conditioned or back- ward stable. 

2-   
    

        
    

      

(stability constants). Gaussian 

elimination is back ward stable, and  

3-   
    

       
  
 

  
       

provided that the system is properly 

pivoted such that |  |  |  |. The 

algorithms are analyzed further with 

respect to the behavior of the residuals 

of the computed solutions. It is shown 

that Gaussian elimination is, 

additionally well-conditioned in this 

sense. 

Where Gramer′s rule is not. It is 

proved that the relative condition 

numbers, the stability constants (2), 

(3), and the above pivotal strategies are 

invariant under scaling of the linear 

system. 
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As an example.1. [11]. let us consider a 

discretization of the boundary value 

problem –(   )+ qx = f. The 

coefficients of the linear system then 

become        (     );     
    (  ),        (  )   = 1(1) N, 

where          (   ) N+1, and h 

= 1/ (N+1). For N = 20 and a binary 

floating-point arithmetic with mantissa 

of 23 bits, numerical results were 

calculated without data errors. 

Furthermore, error percentages 

       |   | (  
  ) and residual 

percentages        |  | (   
  ) were 

computed. Selected results are 

presented in Table below. The last row 

exhibits the maximum value that 

occurred in the respective columns, 

taking into account all indices i =0, 

1,…, N+1. 

 

Table1. Relative data and rounding condition numbers, error and residual 

percentages for Gaussian and two-sided elimination [12]. 
Gaussian elimination                    Two-sided elimination 

    
    

          
        

        

0 2.20 35.4 13 18 16.8 8 2 

2 2.26 44.1 11 10 23.4 9 0 

8 2.03 42.6 12 13 24.3 11 4 

12 2.01 38.8 11 3 42.2 10 6 

18 2.22 30.5 11 8 25.1 10 6 

21 2.29 16.8 5 18 16.8 9 2 

max 2.29 45.4 13 18 25.4 15 14 

 

A Theoretical Result [13]. 

Using techniques of maximum 

principle it is easy to prove the 

following theorems 

Theorem: if for the classical u(x) 

solution of 
 

 
 
 

  
[ 

  

  
]         

     
      

  (   )        
  

  
    ( )  

         ( )    (   )  
 [   ]    

    ( )
  [   ]

  
√  

          

   
        

     ( )
  [   ]

  
√  

          

   
    

                               
        [  ]   

The Numerical Results 

In our physical problems the constants 

   and    are characterized by the 

following:        ,          . 

Using the numerical algorithm 

developed we obtain the following 

results: 

 

 
Fig.(1)Bifurcation diagram of the problem instead of Ri read Ki 
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The nonlinear equation 

  (  
           )    was solved 

by the tangent parabolic method. The 

bifurcation on Fig.1.was constructed 

for the values of m = 8 and 10 the 

results didn′t differ essentially from 

each other. 

 

Ex.3,[13] Solve the following square 10 10 matrix by Jacobi method 
 12.000 0.0 1.0000 0.0 3.0000 4.0000 1.0000 4.0000 3.0000 1.0000  

 4.0000 3.0000 1.0000 1.0000 2.0000 2.0000 7.0000 0.0 7.0000 4.0000  

 7.0000 0.0 7.0000 4.0000 0.0 5.0000 3.0000 1.0000 2.0000 2.0000  

 3.0000 2.0000 4.0000 3.0000 1.0000 1.0000 5.0000 2.0000 0.0 1.0000  

A= 4.0000 1.0000 0.0 3.0000 5.0000 1.0000 12.0000 0.0 1.0000 0.0  

 5.0000 2.0000 0.0 1.0000 0.0 6.0000 1.0000 1.0000 0.0 4.0000  

 1.0000 2.0000 2.0000 0.0 0.0 1.0000 4.0000 1.0000 0.0 3.0000  

 1.0000 0.0 4.0000 0.0 0.0 1.0000 7.0000 2.0000 4.0000 1.0000  

 7.0000 2.0000 4.0000 1.0000 4.0000 2.0000 3.0000 0.0 1.0000 0.0  

 3.0000 0.0 1.0000 0.0 0.0 2.0000 1.0000 3.0000 2.0000 4.0000  

 
Discussion: 

In order to study approximation 

feasibility in the iterations methods 

(see references), it is clear from the 

above that the example under 

discussion is diverted by applying 

indirect methods and have given 

diverted results different from the 

correct approximate results. This is 

clear from the oscillated graph as the 

results are diverted and are opposite to 

the results of the direct methods noting 

that the iterations methods are 

approximate if the sequence of 

solutions increase in their accuracy and 

approach a fixed limit, otherwise it is 

considered diverted. It is possible to 

apply another idea on the solution and 

even develop it by increasing the 

number of decimal places and by 

starting with the direct method to solve 

the system of linear equations, then 

following it by the iterations method as 

the numerical value we have achieved 

by applying the direct method which is 

the initial value for the iterations 

method following it. The opposite is 

not true and in this way we can obtain 

a more accurate solution by less effort. 

The iterations methods have been 

tested and the (JACOPLOT) program 

has been executed on many examples. 

The basic programs have been 

executed on the personal computer 

(NEC system). The following is a 

sample of the outputs together with a 

printed graph which shows failure of 

the iterations method to solve this 

system as the results are oscillated as 

shown in the graphs (see enclosures). 
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Fig. (2) Jacobi plot for error whit respect of iteration 

 

 
Fig. (2) Jacobi plot for error whit respect of iteration 
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 ملاحظات على التعابير الرياضياتية القلقة
 

 شوقي عبد المطلب عباس
 

 قسى ىنذسح ذقنٍاخ انحاسثاخ / كهٍح اننسٌس انجايعح

 

 :الخلاصة
 الأسس اننظشٌح نرحهٍم الأخطاء انرقذيٍح نهخٌاسصيٍاخ انعذدٌح ذحد  ًضحناىزا انثحث فً 

 انرقشٌة فً دًال انثناء 

 حساتاخ أخطاء انرقشٌة فً عًهٍاخ اننقطح انسائٍح 

 انرقشٌة فً دًال انثناء 

تاننسثح إنى انثٍاناخ انًذخهح  عًهنا ٌرأنف ين نظشٌاخ سئٍسٍح فً ذحهٍم الأخطاء ذطثٍقا إنى خٌاسصيٍح عذدٌح

( ًانرً اقرشحد ين قثم عذج  Linearization methodانًشٌشح. ذحهٍم الأخطاء يثنً عهى انطشٌقح انخطٍح )

( ًأعقثو شرٌيم ٌعشف يفيٌو انعذد انششطً Neumanيؤنفٍن ًتئشكال يخرهفح ًانزي عٍنيا أًلا انعانى نٌٍين )

كهٍح انًرجًعح فً ًقد عًم انحاسٌب انزي ٌثنً عهٍو ثاتد الاسرقشاس عهى انو نياٌح عظًى إنى الأخطاء ان

( MXMERاننرائج اننظشٌح طثقد عهى ذحهٍم الأخطاء فً يجًٌعو انًعادلاخ انخطٍح فً انًصفٌفح انًشتعح )

فً حانح ذشٌٌش انثٍاناخ الأًنٍح انًذخهح. ذعشف فكشج ثاتد الاسرقشاس تاننسثح إنى نظاو يشاتو ًنحصم عهى 

رائج ينظٌسج يركٌنح ين ىزه انثٌاتد تًساعذج ىزه انًفاىٍى ًين ثى ذعشف خٌاسصيٍح عذدٌح جٍذج انششًط ًتعذ ن

 :رنك نحصم عهى ثاتد الاسرقشاس انًرًثم تاننسثح اَذٍح

  
 

  
 ⁄  =

  
 

  
 ⁄  

 دًال انثناء, أخطاء انرذًٌش, انثٍاناخ انقهقح, يسأنح راخ قٍى حذًدٌح مفتاحية:الكلمات ال


