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This paper deals with the F-compact operator defined on probabilistic Hilbert
space and gives some of its main properties.
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Introduction:

The notion of probabilistic metric
space was introduced by Menger [1]. It
was represented as a generalization of
the notion of metric space. Menger
replaced the distance between the two
points p and q by a distribution function
F,q(x) for real number x means that the

distance between p and q is less than x.
The notion of probabilistic metric space
corresponds to the situations when we
do not know exactly the distance
between two points and we know only
the possible probabilistic values of these
distances. An important family of
probabilistic spaces are probabilistic
inner product spaces which were
introduced by C. Sklar and B. Schweizer
in 1983 [2]. The definition of
probabilistic Hilbert space was also
introduced in 2007 by Su, Y.; Wang, X.;
and Gao, J. [3]. In the sequel, we shall
define the compact operator on
probabilistic Hilbert space and examine
some important theorems about it.
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Preliminaries:
Definition (D[4]
function)

A distribution function (d.f) is a
function F defined on the extended real
line R: [—oo, +0] that is non-decreasing
and left-continuous, such that F(—o) =
0 and F(+) = 1. The set of all d.f.
will be denoted by A; the subset of A
formed by the proper d.f.s, i.e. by those
d.f.s F for which
lim,,_, F(t) =0 and lim,,, F(t) =
1
will be denoted by D.

A special element of A is the function
which is defined by

(Distribution

0, t<0
&(t) = {1, t>0
and denoted by H(t).
Definition (2) [2]
A function 7:[0,1] x [0,1] — [0,1]
is called triangle norm
(t-norm) simply t-norm on I = [0,1] if it
satisfies the following conditions, for all
a,b,c,and d € [0,1]:
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1. 7(a,1) = q;

2. T(a,b) =T(b,a);

3. T(c,d) =T (a,b), Vc = a,d = b;
4, T(a,T(b, c)) =T (T (a,b),c).

The most important t- norms are the
functions which are defined as follows.
1. W(a,b) = max(a+ b —1,0),

2. [1(a,b) = ab,

3. M(a,b) = min(a,b).

Definition (3) [2]

A triangle function is a binary
operation on A* which is commutative,
associative, non-decreasing and has g, as
the identity element. In the other words,

a function 7: AT x AT— A% is called
triangle function if for any F,
G,and S in A* we have:

1. ©(F,&(t)) = F;

2. ©(F,G) = 1(G, F);

3. 7(F,S) < 1(G,S) if F < G;

4. t(t(F,G),S) = T(F,T(G, S)).
Definition(4) [5]

(Modified probabilistic inner product
space)

Let £ be a real linear spaceand
letF: E X E = D be a function, then the
modified probabilistic inner product
space is the triple (E,F,x) where F is
assumed to satisfy the following
conditions:

(MPIP-1) F, ,(0) = 0;

(MPIP-2) ., = E, x;

(MPIP-3) F(x, x) (t) = H(t) © x = 0;

(MPIP-4)
t
Fey (5) 1>0
H(p) . A=0
1-Fy(Y/+), 2<0
where 1 is real number, Fx,y(’f//1 +)is

the right hand limit of F,,, at .
(MPIP-5)
If x and y are linearly independent then

(
F, Ax,y () = !

)

Fx+y,z(t) = (Fx,z * Fy,z)(t);
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Where

(B *F,,)(@©) = f F,(t

- u)sz,y(u)
Note that if x and y are linearly
dependent, then
x+y=x+ax=0+a)x =Ax
WhereA=1+a«a

Fx+y,z (t) = F/’lx,z (t)
(ra(l) . aso
J X,Z A

=H(t) A=0

Ik 1-F,(t,4), 1<0
which is (MPIP-4).
Then (E,F,*)is the modified
probabilistic inner product space.
Definition (5) [3]
Let (E, F,x)be a modified PIP-space, if

f_ootde,y (t)

is convergent for all x,y € E, Then
(E,F,x) is called a modified PIP-space
with mathematical expectation.
Theorem (6) [3]

Let (E,F,*x) be a modified
probabilistic inner product space with
mathematical expectation. Let

)

)

<x,y>=f tdF.,(t) ,Vx,y €EE

then (E, < >)is inner product space, so
that (E, Il II), is a normed space where
Il xll=v<x,x> Vx€E.

Remark (7) [4]

For the definition of probabilistic inner
product space, we must depend on the
distribution functions that belong to A
rather than A* because this notion
should include that negative values of
classical inner product space since the
inner product space takes negative
values; the set A provides therefore this
part.

For all F in A, define the distribution
function F in A, for all t € R, as follows
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F(t)
( F(t), if t ER,but F(t)
is symmetric
B ir(1 —F(t)), ifte€R\RY,butF(t)
not symmetric.

Where (=(1 — F(t)) represents the left
limit at t.
Remark (8) [6]

A notable example of a triangle
function is the convolution which is
define as follows

(0]

(Fx,z * Fy,z)(t) = j Fx,z(t
0

— w)dF, , (u)
= x,z(tl)Fz,y(tZ)
=1 (Fe 2 (t2), Fy (£2))

where t,, t, € [0, ] and satisfy
ti+t, =t
Remark (9) [4]
Note that for any continuous t-norm T
defined in (2), we have
[I7 (F, ) (x) = T(F(x),G(x))
forall F,G € A* and x € R.

Definition (10) [7]

Let (E,F,x) be a modified
probabilistic inner product space, then:
1. A sequence {x,} in E is said to be -
convergent to x € E if
Ve > 0 and
VA > 03ny(e, A) such that

Fxn—xxn—x(e) >1-21
vn > ny(e, 1) .
2. A sequence {x,}in E is called
T-caushy convergent if
Ve > 0 and
VA > 03ny(e, A1) such that
Ft i —xm (e)>1-2
vn,m > ny(e, 1) .

3. (E,F,*) is said to be T —complete if

each Tt —caushy sequence in E is
T —convergent in E.
Definition (11) [3]

Let (E,F,x) be a modified

probabilistic inner product space then a
linear functional T defined on E is said
to be continuous if for all sequence
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{x,} € E that t-converges to x € E,
then T'(x,,) = T(x).

We call this type of continuity as
sequentially continuous on (E, F,*).
Definition (12) [3]

Let (E,F,x) be a modified
probabilistic inner product space with
mathematical expectation, then if E is
complete in|l.l then E is called
probabilistic Hilbert space, where || x |l
=<x,x> Vx €E.

Definition (13) [8]

Let (E,F,x) be a modified
probabilistic ~ Hilbert  space  with
mathematical expectation , let T be a
linear operator defined on (E, F,*), then
T is said to be F-bounded Operator if
there exists a constant ¢ > 0 ,such that

Forerx(®) = F y 4 (E) forall x €
E,t ER.
Definition (14) [8]

Let (E,F,x) be a
probabilistic ~ Hilbert  space
mathematical expectation and let
T:(E,F,x) > (E,F*) be a linear
operator, then T is said to be F-
continuous operator at y € E if for all
€ > 0 there exists corresponding & > 0
such that for all x € E and

FTx—Ty,Tx—Ty(G) = Fx—y,x—y (5)
then if T is F-continuous operator at
each point of E, T is F-continuous on
(E, F,*).

modified
with

Theorem (15) [8]

Let (E,F,x) be a modified
probabilistic  Hilbert  space  with
mathematical expectation, and let T be a
linear operator defined on (E,F,), if T
is F-continuous operator on (E,F,*),
then T is sequentially continuous
operator on (E, F,*).

Theorem (16) [8]

Let (E,Fx) be a
probabilistic ~ Hilbert  space
mathematical expectation and
T:(E,Fx)—> (E,Fx) be a

modified
with
let
linear
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operator, then T is F-bounded operator
if and only if T is F-continuous operator.
The main results

In this section, we introduce the
F-compact  operators defined on
probabilistic Hilbert space, and give
some properties of them.

Theorem (1)

Let (E,F,*x) be a modified
probabilistic ~ Hilbert  space  with
mathematical expectation, then for all
u,v € E and t,t, > 0, we have

Fu+v,u+v((t1 + tz)z)

> T (Fuu(tD), Fyu(t3))

where T is any continuous t-norm
satisfying T(t,t) =t forall t € [0,1].
Proof:
Let A=—t/s ie.As+t =0 where
t,s >0, Let p = F,,(t%),

q = Fyy(4ts) and r = F/lv,lv(lzsz)'
from conditions (MPIP-1) and (MPIP-5),
we have

0= Fu+/1v,u+lv((/15 + t)z)

= | Fusan(Gs + 07 = D10 )
by tﬁe remark (8), we have
= 11 (Fy 10 (% + £25), Fap v (t25
+ /1252)>
by the remark (9), we have
= [l (Fuueao (6 + £A5), Fap s 20 (tAS

+ /’1252)>
=T (Fu,u+lv(t2 + tAs), FAv,u+/1v(tAS
+225%))  ..(1)

on the other hand, we have by (MPIP-5)

Fu,u+/'lv(t2 + tis)

j Fuu((t% + tAs) — z)dFyy, . (2)
0

by the remark (8), we have

=11 (Fu,u(tz): F/lv,u(tls))
by the remark (9), we have

= 7 (Fun(t?), Fayu(£25))
=T (Fu,u(tz):F/lv,u(t/ls))
=T, q)

- (2
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also, by (MPIP-5), we have
Fryusaw(tds + A’s?)

= f F/lv,/lv((tlls + /1252) - Z)dFAv‘u(Z)
0
by the remark (8), we have

=1I (Flv,u (ths), Fyp v (/1252))
by the remark (9), we have

=[lr (Flv,u (tAs), Frv v (/1252))

=7 (F)lv,u(t/ls)’ F/lv,/lv(/lzsz))
=7T(q,7r) .. (3
substituting (2) and (3) in (1), we get
0=T(T(q,T(qr)
T(p.7(q,7(q.7))
=T (p.T7(T(q.9.7))
>7(p,7(q1))
=T(70q) =TT@r).q
r= Flv,lv(/lzsz) = E;,v(sz)
q= Flv,u(lts) =1- Fv,u(ts +)
on the other hand
T=>W(p,q) =max(p+q —
1,0) Vp,q € [0,1], since T'(t,t) = t, for
any tin[0,1].
which implies
02T (T(Fu(t®),Fp(s?),1
- Fv,u(ts +))

> T (Fuu(t?), Fyp(s?)) + 1
—F,(ts+)—1

E,,(ts +)

> T (Fyu(t2), Fyp(s9)) . (4)
Forany given u,v € E and t4,t, > 0,
letc = Fu,u(tlz)' d= Fu,v(tltz)r
e = F,,(t3), we have

Fypppro((t1 +2)%)
=T (T(c,d),T(d,e€))
=T (T(c,d),T (e, d))

= 7(c.7(e,7(d,d)))
>T(c,T(e,d))
by(4), we get
T[T (c,e),d)
> T(T(c, e),T(c, e))
>T(ce)
Fu+v,u+v((t1 + tz)z)
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> T (Fu,u(tf)» Fv,v(t%))

|
Definition (2)

Let (E,F,x) be a modified
probabilistic ~ Hilbert  space  with

mathematical expectation, a subset X of
E is called Probabilistic Bounded set if
there exist t € R /{0} and

a € (0,1), such that

E x(t)>1—a foranyxinX.

Definition (3)

Let (E,F,x) be a
probabilistic ~ Hilbert  space  with
mathematical expectation, the
probabilistic closure X of a subset X of E
is the set of all
y € E, such that there exists a sequence
{x,} € X that is - convergent to y.

If X = X then we call X a probabilistic
closed set.
Definition (4)

Let (E,F,x) be a modified

probabilistic ~ Hilbert  space  with
mathematical expectation, a subset X of
E is called Probabilistic Compact set if
each sequence {x,}<SX has z-
convergent subsequence.
In the following, the compact operator
will be defined on probabilistic Hilbert
space, and call it the F-compact
operator.

modified

Definition (5) (F-compact operator)

Let (E,F,x) be a modified
probabilistic ~ Hilbert  space  with
mathematical expectation, a linear

operator T: (E,F,x) = (E,F %) is called
an F-compact operator if for any
Probabilistic Bounded subset X of E,

then T(X) is relatively probabilistic
compact.

Theorem (6)

Let (E,F,x) be a modified
probabilistic ~ Hilbert  space  with
mathematical expectation, a linear

operator T:(E,F,x) - (E,F ) is an
F-compact operator if and only if for all
Probabilistic Bounded sequence
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{x,J < E then ({T(x,)} has z-
convergent subsequence.
Proof:

Assume that T is an F-compact
operator, to prove for any probabilistic
bounded sequence {x,} S E then
{T (x,)} has t- convergent subsequence.

let {x,} be a probabilistic bounded
sequence in E, since T is an F-compact
operator then by definition (5), T(x,,) is
a probabilistic compact set for all n > 1.

Then {T(x,)} has <t- convergent
subsequence.
Conversely, assume that for any

probabilistic bounded sequence {x,} S
E then {T(x,)} has t- convergent
subsequence.
to prove that T is an F-compact operator.
let X be a probabilistic bounded
subset of E, and let {x,} € T(X), then
by definition (3), there is a sequence
{y,} in T(X) such that for given
€ > 0,1>0,3ny(e, 1) such that
FYn_xann_xn((e-/Z)z)
= Fxn_J’n:xn_J’n(E/Z)z)
>1-1
vn > ny(e 1) .
since y, € T(X) then y, =T(z,) for
some z, in X, also, z, is probabilistic
bounded sequence, then by assumption
T(z,) has t-convergent subsequence
¥} = {T(zn, )}, thus for all € >0,

A>0,3n,(e A) such that

2
By, -y ((6/2) ) >1-2
vn, > ny(€,1)

forsome y € E.

Fxnk_J’:xnk_y (6)

= Fxnk_y+37nk_Ynernk_Y"'J’nk_J/nk (6)

by theorem (1), and by choosing

T (a,b) = min(a, b), we get

= mll’l( Fxnk_Ynk'xnk_Ynk ((6/2)2)’
Fynk—y,ynk—y((e/z)z))
>1—-4

vn, > n,(€,1)

= max{n, (e, 1),n,(, 1)},
thus T is an F-compact operator.
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Remark (7)

The set of all convergent sequences is a
linear subspace of sequences space.
Proof:

Since {x,} Iis t-convergent
E then Ve >0 and VA>0,
dn, (e, A) such that
Fxn—x,xn—x((e/z)z) >1-42
vn > ny(e, A).
Since {y,} Is t-convergent toy €
E then Ve > 0 and v1>0,
an, (¢, A) such that
Bp-yym-y((€/2)?) > 1 -2
vn > n,(€,1)
Flatntym)—Ge9), Gentym) - ey) (€)
= Flxy—)+0m=),0en=2)+ =) (€)
by theorem (1), and by choosing
T(a,b) = min(a, b), we get

> min( B, s,z ((§/2)°),

2
E—yyn—y ((6/2) ))
>1-1
vn, > n,(€,1)
= max{ny (e, 1),n,(, 1)},
thus  {x, +y,} is 7 —convergent
sequence to x + y.

To prove {a(x,)} is t-convergent
sequence to ax for all @ € R|{0}
since {x,} is t-convergent
E then Ve > 0and VA >0,
dny (e, A) such that

Fxn—x,xn—x(e) >1—-4
vn > ny(e, ).
If « > 0, then

Faxn—ax,axn—ax(e) = Fxn—x,xn—x (E/az)
= Fxn—x,xn—x(e) >1-2
vn > ny(e, 1).

tox €

tox €

If « <0, then
Faxn—ax,axn—ax (6)

=1- Fxn—x,axn—ax(e/a +)
=1- [1 - Fxn—x,xn—x ((G/az)]
= Fxn—x,xn—x(e) >1-41
vn > ny(e, 1)
thus {a(x,)} is T-convergent sequence

to ax.
]
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Theorem (8)
Let T; and T, be F-compact operators,

then T, +T, , aT; are F-compact
operators for all « € R|{0}.
Proof:

Let {x,} be a probabilistic bounded
sequence in E, since T, is an F-compact
operator, then ({T;(x,)} bhas -
convergent subsequence {T;(z,)}, and
since T, is an F-compact operator then
{T,(x,)} has t- convergent subsequence
{T2(z)}.  suppose  Ti(z,) s
T-convergent to x € E, that is Ve >
0Oand VA > 0, 3ny(e, A) such that

Fr, (z)-x 1y z) -2 ((€/2)?) > 1= 2
vn > ny(€, 1)
suppose T,(z,) is t-convergent to
y€E, that is Ve>O0and VA>0,
an, (¢, A) such that

Fr, G-y -y ((6/2)?) > 1= 4
vn > n,(€,1)
by the Remark (7), we get
Fery ()45 (20) = Ge49), (T (2)+ T (20)) - (e+3) (€)
>1-1
vn > n,(e,A) = max{n,y(e, 1),n,(€,1)}
then {T; (z,) + T»(z,)} is T —convergent
subsequence to x + y.
thus T; + T, is an F-compact operator.
To prove aT; is an F-compact operator
forany «a in R|{0}.
let {y,} be a probabilistic bounded
sequence in E, since T; is an F-compact
operator, then {T; (y,)} has t-convergent
subsequence {T, (z,,)}.
suppose T;(z,) is t-convergent to
x €E, that is Vve>0 and VA1>0,
dn, (e, A) such that
Fry(z)-xT1(z)-x(€) > 1 =2
vn > ny(e, 1)
by the Remark (7),
We Gl Fo(r, (z)-x).a(ry (z)-x) (€) > 1 — 4
vn > ny(€, 1), Ya € R|{0}.
thus aT, is an F-compact operator
|
Theorem (9)
Let (E,F,*) be a modified probabilistic
Hilbert space with  mathematical
expectation, and let T;:(E,F,x)—
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(E,F =) be an F-compact operator and
let T,:(E,Fx)—> (E,F*) be an F-
continuous operator, then T,T; and T; T,
are an F-compact operators.

Proof:

Let {y,} be a probabilistic bounded
sequence in E, since T; is an F-compact
operator, then {T; (v,)} has subsequence
{Ty(yn, )}, which is  7-convergent to
y €E.
since T, is F- continuous operator, then
by theorem (15), T, is sequentially
continuous on (E,F,x), that s

{TZ (T1()’nk))} is T-convergent to

T,(y),thus T,T, is an  F-compact
operator.
To prove T;T,is an F-compact

operator, and let {y,} be a probabilistic
bounded sequence in E, then by
definition (2) there exist t, € R/{0},
a, € (0,1),such that E, , (o) >1—
a, foralln>1

since T, is F- continuous operator, then
by theorem (16), T, is an

F-bounded operator, thus3 ¢ > 0

such that

Froy 1y, (to) 2 By, y, (to/ C) >1-ao

vn=>1

then {T,(y,,)} is a probabilistic

bounded sequence in E, but T; is

F-compact, then {T (T, (y,))}

has T-convergent subsequence.

thus T, T, is an F-compact operator.
|
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