Open Access
Baghdad Science Journal Vol.16(1)Supplement 2019

DOI: http://dx.doi.org/10.21123/bsj.2019.16.1(Suppl.).0242

Hn-Domination in Graphs

Ahmed A. Omran Haneen Hamed Oda”

Received 3/5/2018, Accepted 8/10/2018, Published 17/3/2019

- This work is licensed under a Creative Commons Attribution 4.0 International License.

Abstract:

The aim of this article is to introduce a new definition of domination number in graphs called hn-
domination number denoted by y;,,(G). This paper presents some properties which show the concepts of
connected and independent hn-domination. Furthermore, some bounds of these parameters are determined,
specifically, the impact on hn-domination parameter is studied thoroughly in this paper when a graph is
modified by deleting or adding a vertex or deleting an edge.
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Introduction:

In this work a graph G = (V,E) (G for  Results:
simplicity) is a simple, finite and undirected graph. Definition 2.1: Let G be a graph and D is a
Every term which is not found here can be found in  dominating set, the set D is called an hn-dominating
1,2.3). set if for all adjacent u,v € V—D there are two

Let V and E represent vertex set and edge  adjacent z;,z, € D such that u is adjacent to z; and
set respectively for graph G. Consider a vertex v v s adjacent to z, (may be z; = z,).
belongs to V, the number of edges incident on a  Definition2.2: Let G be a graph and D is hn-
vertex v is called the degree of it and is denoted by dominating set (hn-DS), then D is called minimal
deg(v) with minimum and maximum degree 6(G)  hn-dominating set (hn-MDS) if it has no proper hn-
and A(G), respectively. In case A(G) = 6(G), G is  dominating set. (see Fig.1).
called regular graph. A subgraph G, of a graph G Definition2.3:  The minimum cardinality of a
is graph having all of its vertices and edges, a  minimal hn-dominating set is called hn-domination
spanning subgraph is a subgraph has all vertices of ~ number and denoted by v}, (G).
G. Aset] C G is an independent set or stable set in
graph G if its vertices are not adjacent (4).
Let G be a graph. The set DSV is called
dominating if each vertex belongs to V —D is
adjacent to a vertex in D. The minimum cardinality
of all dominating sets is called the domination
number of G and denoted by y(G) (4). The first (@ hn-—DS (b)non  hn — DS
time that the concept of domination number of a Figure 1. hn — DS and non hn — DS
graph appeared was in (5). In (6), the first survey L . .
published some result about this concept. Recently ~ Definition 2.4: Aset D is called yy,, —set if it is hn-
many papers have been written on domination in  dominating set with cardinality y,, (G).
graphs like (7, 8, 9, 10). Here, a new definition is Remarl_<_2.5: Y(G) < Ynn(G)
introduced called hn-domination. Some  Proposition 2.6: )
fundamental results on hn-domination are 1) If graph G has a spanning star subgraph,
presented. Further several bounds for the hn-  thenyun(G) =v(G) = 1.
domination number are stated. Also, the effects on  11) Let graph G Dbe a non null graph and has m
hn-domination parameter are presented when a isolated vertices, then yp, (G) = m + 1.
graph is modified by deleting a vertex or deleting or ~ Proof: i) From the definition of spanning star there

adding an edge. is a vertex such that all other vertices are adjacent
Department of Mathematics, College of Education for  With this vertex. Thus, the result is obtained.

Pure Science, University of Babylon, Babylon, Irag. ii) By Definition 2.1, all isolated vertices must
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vertices in G that are not isolated are dominated by
at least one vertex in G (in other words if there is a
spanning star formed by the other vertices of G),
then by using the previous step, we get the result.
Proposition 2.7: If G = P,, then y,,,(G) = EJ

Proof: Let {v;i =1,2,..,n} be the set of the
vertices that are incident from left to right in B,.
Consider

D ={vy4:,i = 0,1,..., 2| = 1}. It is clear that D

is hn-DS in B, and |D| = EJ then ypn(G) < EJ
If we assume that there is a dominating set F of
vertices with |F| = EJ — 1, then there is at least

two adjacent vertices in V — D. These vertices are
dominated by two vertices in D that are not
adjacent. Therefore, F is not

hn — DS, thus D is the MDS. S0, y,,(G) = EJ

Remark 2.8: If G = C5, then y,(G) = 1.
Proposition 2.9: 4,(C,) = E] n =4
Proof: There are two cases depending on the
number of vertices as follows:
Case 1: If n is even, then consider the set D =
{24200 =0,1,..,2—1}. In the same manner in
Proposition 2.7, D is a minimum hn — DS, so
n
Yan(G) = 3.
Case 2: If n is odd, then consider the set D; =
(Vo420 =01, ..., 2] - 1}, D, is a dominating
set in the cycle of order n. At the same time, the set
Dy is not a hn — DS in G since the two vertices vy,
v, are adjacent in V — D; and v,_;and v, are not
adjacent in D;. Thus, we must add either v,, or v; to
the set D; to obtain hn — DS, say v,. Therefore,
D =D; U{v, }. Again, In the same manner in
Proposition 2.7, D is the minimum hn — DS, so

Yn(G) = E] Thus, by the results of above two

cases, we get the required result.

Observation 2.10: The domination number for
graphs K,,, W,,, and K,, ,, is

) Yan(Ky) = 1.

i) (W) = 1.

i) Y (Kmn) = 2.

Proposition 2.11: If a graph G has a yu,-
domination, then [V — D| < m < %=1

Proof: Let D be a yy,- set of a graph G. To prove
the lower bound; we take the two induced
subgraphs (D) and (V — D) to be null. The edges
which can appear in this case are only the edges that
joining between the vertices of D and V — D. The
minimum number of edges in this case can be
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determined when each vertex in V' — D is dominated
by only one vertex in D. Therefore, the minimum
number of edges in this case is |V — D|. Now, it is
obvious that the upper bound occurs when a graph
G is complete. Thus, the result is calculated.

Theorem 2.12:
domination, then

i) If D is independent,
|V-D|(lV-D|+1)

If a graph G has a yun-

then |[V-D|<m<

2
ii) If D is connected, then |V —D|+|D|—1<
m<n(n—1)

Proof:

i) In this case the lower bound in Proposition 2.11
does not change since D is an independent set.
Since the two induced subgraphs (D) and (V — D)
can still be null graphs. The upper bound occurs
when (V' — D) is complete. In this case all vertices
in (V — D) must be adjacent to only one vertex in
D. Since, if two different vertices in V — D are
adjacent to two different vertices in D, then by the
definition of hn — DS , the two different vertices
in D must be adjacent. Therefore, we obtain a
contradiction with the hypothesis. Thus, the
maximum number of edges found in the complete
graph that contain the vertices of the set V — D with
a vertex in D. So, the required result is obtained.

i) In this case the upper bound in the Proposition
2.11 does not change, since a graph can be
complete. The lower bound occurs when the
induced subgraphs (D) is a path. Since path is
connected graph with minimum edges and size of
path of order |V — D] is |V — D| — 1. Therefore, we
get the result.

Proposition 2.13: If G be a graph has hn-
domination," then for every two adjacent vertices v,
and v, in V — D, there is a cycle containing v,and
Usy.

Proof: Let v;and v, are adjacent in V — D.Then
two cases are obtained as follows:

Case 1. if there is a vertex in D say z such that v,
and v, are adjacent to z, then v,, v, and z makes a
cycle.

Case 2: if 3z, # z, € D such that v; and v, are
adjacent to z; and z, respectively, then there is a
cycle of order four for these vertices.

Corollary 2.14:
independent.

Proof: By proposition 2.12 for every two adjacent
vertices v, and v, in V—D, there is a cycle
contains vyand v,, since G has no cycle, then all

If G is a tree, then V—D is
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vertices in V' — D is not adjacent . So V —D is
independent.

Proposition 2.15: If a graph = G, UG, U ...U G, ,
then ypn (G) = Ynn(G1) + Yan(G2) + -+ + Yan(Gr).
Proof: It is clear that every components in G has
distinct hn-dominating set with hn-domination
number yp,(G), i=1,..,n. SO yup,(G) =
th(Gl) + th(GZ) +-t th(Gn)-

Proposition 2.16: If G is a connected r-regular

graph, then y,(G) < E]

Proof: A graph G can be classified into two classes
depending on the value r where the graph is r-
regular as follows:

Case 1: If r = 1, then the graph is complete of order
two (K3), SO Ypn(G) = 1.

Case 2: If r = 2, then the minimum domination
number of G in this case is two, meaning that the
graph is a cycle and by Proposition 2.7 y;,(G) =

E] Otherwise, for every r-regular graph such that

r > 2, the hn-domination number is less than E]
since the neighborhoods of any vertex is greater
than two. Thus, yp,, (G) < E]

Theorem 2.17: The hn-domination of graphs (C,,,
Wy, S_n; Py, Kym,and K,) is

— (3 ifn=3,5
D ¥an(G) = {2‘ ifn=4o0orn= 6}.
(4 ifn=3,5
2) V(W) = {3, ifn=4o0rnz= 6}
3) Yhn (Sn) =Yhn (Pn) =Yhn (Kn,m) =
2 Vn > 2.
4) th(Kn) =n
Proof:

1) If G = C,, then there are three cases as follows:

i) If n=3, then C3 =N;, thus y,,(C3) =
Yan(N3) = 3.

ii) If n =5, then Cs is self-complementary which
means Cs = Cs, thus by Proposition 2.9,
Ynn(Cs) = Yan(Cs) = 3.

iii) If n> 3;n # 5, then there are two ways to
calculate the hn-domination number of complement
of this cycle.

The first way when n = 4, then C, = K, U K,, SO
by proposition 2.15 y,,,,(C,) = 2. The second way
when n > 5, then we choose two vertices in C,, say
u and v such that d(u,v) = 3. Thus, in C, the
vertex u is adjacent to all vertices in C,, except two
vertices which are adjacent to it in C,. Also, the
vertex v is adjacent to these two vertices. Therefore,
u and v belong to hn — DS in C,,. Thus, in this case
Yhn(Cn) =_2- o

2) Since W,, = C,, U K, then by the same procedure
in (1) and observation 2.10 ., (W) = y5,(C,) +
1.
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3) a) If G = K,,,,, then the graph G contains two
components; one of them is a complete graph of
order n and the other is a complete graph of order
m. Thus, by using observation 2.10 v, (Kpm) = 2.
The star graph is isomorphic to complete bipartite
graph K,,_; 1. Therefore, y;,,(S,) = 2.

b) If G = P,, it is easy to check that y,,(P,) =
Yn(P3) = 2. Now, there are three cases depending
on the order of path as follows:

i) If n =4, then P, is self complementary, then
Yrn(Pa) = Yrn(Py) = 2.

ii) If n=25, then the pendent vertices u and v
become the two vertices which are dominating all
vertices in Ps. Thus, yp,,(Ps) = 2.

iii)If n > 6, then by the same manner in 1(iii), we
get the result.

4) It is obvious. m

Theorem 2.18. Let G be a graph has hn-domination
number vy, ,"then in G —v,v € D if v is adjacent
to at least two of the independent vertices"in V—D
such that there is no vertex in D dominated these
vertices, then

Yhn(G - V) > yhn(G) Otherwise, Yhn(G - V) <
Yhn(G)-

Proof: "Let D be hn—MD with minimum
cardinality of the graph G, then there are two cases
as follows:

Case 1: If we delete a vertex v, where v € D then
four cases are obtained as follows:

i) if v is adjacent to at least two of the independent
vertices"in V — D such that there is no vertex in D
that dominate on these vertices, then these vertices
must belong to D —wv. Thus, yp.(G—v)>
Ynn (G).(for example, see Fig.2d).

ii) If visisolated in G, then y,,(G —v) < ypn(G).
iii) If v is isolated in D and the neighborhoods of v
in V — D are dominated by some vertices in the set
D, then y,, (G — v) < yp,(G). (as an example, see
Fig.2b).

iv) If v is the only vertex adjacent to k vertices in
V — D and there is a vertex from the k vertices that
dominates the other vertices, then in these cases
Y (G —v) = v (G)( for example , see Fig.2c,
k =1).

Case 2: If we delete a vertex v from V — D, then
there are three cases as follows:

i) If ueD is adjacent to v such that the
neighborhoods of u in V — D are dominated by
other vertex in D and u is not isolated in D,then
Yun (G — v) < ypn (G) (for example, see Fig. 3b).

i) If |[D|=|V—-D| and (V—-D)-—{v} has
hn — DS, then y,,(G —v) < Y, (G).(as example,
see Fig.3c. Otherwise,

Yrn(G — V) = Ypn(G) ©
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(a) Graph G (0) Y1 (G = v) <ypn(G)

©Ynn(G —v) = ypn(G)

)

[ ]

(@ Ynn(G = v) > ypn(G)

Figure 2. Hn-domination number of a graph G — v when deletion a vertex from D.

(@ GraphG

c X<

(b)yhn (G - 17) < th(G)

(C)}/hn(G - V) < th(G)

Figure 3. Hn-domination number of a graph ¢ — v when deletion a vertex from V — D

Theorem 2.19:
€) = Yan(G).
Proof: If G has a yy,,-set of G say . By deleting an
edge e from a graph G,we get the following three
cases as follows:

Casel: If e is an edge that is incident on two
vertices in V — D, then the hn-domination is not
influenced by this deletion. Thus, y,,(G —e) =
Yrn(G). (as an example, see Fig.4b).

Case 2: If e is an edge that is incident on two
vertices in D, then there are two cases as follows:

i) If these two vertices are adjacent to at least two
independent vertices inV — D, then the hn-
domination is not influenced by this deletion which

means yhn(G - e) = yhn(G)-

If G has yy,-set, then yp,(G —

(@ GraphG

(0)yrn (G =€) = Yan(G)

ii) If these two vertices are adjacent to exactly two
adjacent vertices in V — D and these vertices are not
adjacent to other adjacent vertices in D, then D has
no hn —DS. Thus, yu,(G —e) = ypa(G).(as an
example, see Fig.4c).

Case 3: If e is an edge that is incident on two
vertices. One of them in D say v and the other in
V — D say u, then there are two cases as follows:

i) If there is another vertex in D which is hn-
dominates the vertex u other than v, then y,,, (G —
e) = Ynn(G).

ii) If u is the unique vertex which hn-dominates
the vertex v, then D loses the hn-domination . Thus,

yhn(G - e) = yhn(G)- o

©Yrn(G =€) > Ypn(G)

Figure 4. Deletion an edge e that incident two verticesin D orinV — D
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Theorem 2.20: If a graph G has y;, —set, then if
e is an edge that is incident on two vertices which
are hn-dominated by distinct and independent
vertices, then y;,(G +e) = yu,(G). Otherwise,
th(G + e) = th(G) e EG

Proof: Suppose that D be yp,-set of a graph G.
By adding an edge e = uv (u,v € G) ,we get the
following three cases as follows:

Case 1: If e is an edge that is incident on two
vertices in D, then there are two cases as follows:

i) If v is an isolated vertex in G (as example, see
Fig.5b) or all neighborhoods of v or u (say v) are
in V — D such that they are hn — DS by the other
vertices in D, then D — {v} is an hn — DS of G.
Thus, ypn(G+e) <ynn(G). (as example, see
Fig.5c).

i) If there is a vertex that belongs to the
neighborhood of the vertex v and is not hn-
dominated by the other vertex in D, then this

(b)yhn(G + e) < th(G)

addition does not affect hn — DS. Therefore,
Yrn(G +€) = Ypn(G).

Case 2: If e is an edge that is incident on two
vertices in V — D, then there are two cases as
follows:

i) If u and v are hn-dominated by the same vertex
or by adjacent vertices, then this addition does not
affect hn — DS. Therefore, y,,, (G + €) = ypn(G).
ii) If uw and v are not hn-dominated by the same
vertex and the vertices in D which are hn — DS the
vertices u and v are independent, then D loses the
hn — DS. Therefore, yp,(G+e) = yp,(G). (as
example, see Fig.6b).

Case 3: If e is an edge that is incident to two
vertices one of them in V — D and the other in D
say v, then, if v is adjacent to a vertex in D and u is
a pendent vertex in G, then y,,(G+ e) < ypn(G).
Otherwise, ¥, (G + €) = Ypn (G). m

(C)Yhn (G + e) = }/hn(G)

Figure 5. Adding an edge e for two vertices in D.

0)Ynn(G +e) > ypa(G)

Figure 6. Adding an edge for two verticesinV — D

® (o]
(@) Graph ¢
(a) Graph ¢
Conclusion:
In this paper, we introduced a new

definition for domination number in graphs, namely
hn-domination. The hn-dominating set and hn-
domination number for some graphs are found and
proved. Also, some operations in hn-domination
number are stated and proved. Through this paper,
we conclude some properties of hn-domination
number.
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