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Abstract:

The study presents the modification of the Broyden-Flecher-Goldfarb-Shanno (BFGS) update (H-
Version) based on the determinant property of inverse of Hessian matrix (second derivative of the
objective function), via updating of the vector s ( the difference between the next solution and the current
solution), such that the determinant of the next inverse of Hessian matrix is equal to the determinant of
the current inverse of Hessian matrix at every iteration. Moreover, the sequence of inverse of Hessian
matrix generated by the method would never approach a near-singular matrix, such that the program
would never break before the minimum value of the objective function is obtained. Moreover, the new
modification of BFGS update (H-version) preserves the symmetric property and the positive definite

property without any condition.
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Introduction:

Optimization is the great importance in
the wvarious sciences, which have included
different fields and aspects. It is an important
part of the sciences of mathematics and physics,
as well as their importance in engineering,
especially mechanical engineering, electricity,
management, economy, population growth,
weather and other natural phenomena.

Several attempts were made to other
guasi-Newton equation to get a better
approximation of the inverse of Hessian matrix.
(1) proposed a modified quasi-Newton equation
which uses both gradient and function value
information in order to yield a higher order
accuracy for approximating the second curvature
of an objective function. (2) considered a
modified Broyden family which includes the
BFGS update. (3) modified the BFGS update
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based on the new quasi-Newton equation,
Bri1Sk = Vi + AgSi ,where A, is a matrix.
(4) modified SR1 update based on Zhang-Xu’s
condition and provided that the update preserves
the symmetric and positive definite property and
they also provided the global and superlinear
convergence of the proposed method. (5)
proposed the modified DFP update based on
Zhang-Xu’s condition and provided the global
and superlinear convergence of the proposed
method. (6) proposed the modified BFGS
method for solving the system of non-linear
equations by using Taylor theorem, this
proposed method is derivative-free, so the
gradient information is not needed at each
iteration. (7) proposed a modified quasi-Newton
(secant) equation to get a more accurate
approximation of the second curvature of the
objective function by using Chain rule. Then,
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based on this modified secant equation, they
present a new BFGS method for solving
unconstrained optimization problems. The
proposed method makes use of both gradient and
function values, and utilizes information from
two most recent steps, while the usual secant
relation uses only the latest step information. (8)
proposed a modified Broyden update based on
the positive definite property Hessian matrix
(second derivative of the objective function), via
updating the vector y ( the difference between
the next gradient of the objective function and
the current gradient of the objective function)
and providing the global and superlinear
convergence of the proposed method. In this
work, the BFGS (H-version) update was
modified to get a better approximation for the
inverse of Hessian matrix such that the
determinant value of inverse of Hessian matrix
was controlled far from zero, and also guarantee
the strong positive definiteness property of the
inverse of Hessian matrix at every iteration.

For the unconstrained optimization problem,

min f:R™ - R

XERM

@)

The most efficient quasi-Newton method is the
BFGS method, the matrix H, by the BFGS
method can be updating as

=~

matrix By, by the BFGS update can be updating

_ ViV
as Bk+1 = Bk + S,?yk - S]’EBkSk
the next approximation of inverse of Hessian
matrix and By, be the next approximation of
Hessian matrix.

The BFGS update is considered as a
popular update to solve Eqg. (1), in which the
BFGS update (H-version) preserves the positive
definite property, only if yls, >0 at every
iteration. (1), proposed a modified BFGS update
by multiplying the vector 1y, with a real
number, in this case the quasi-Newton equation
must be extended to Zhang-Xu equation and it
extended quasi-Newton equation By.,;Sx =
Br Vi, Where s, = xp41 — X , X; 1S the current

Sksk

, and the

yksk]

BksksgBk

, Where H, be
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solution, xj,., is the next solution, y, =
Vf (xr41) — Vf(xx), Vf is the gradient of the
objective function f, and 8, € R.

The problem is to solve equation (1) by
producing a sequence of symmetric and positive
definite (without condition) inverse of Hessian
matrix, which never converges to a near-singular
matrix that makes the numerical computation
break before the minimizer is obtained due to
the singularity of the inverse of Hessian matrix
numerically. The best solution of this problem is
fixing the value of the determinant of inverse of
Hessian matrix to be considerably far from zero
at every iteration, so that the program does not
break prior to obtaining the minimizer.

Modified BFGS Update (H-version):

Consider the BFGS (H-version) update (9),

SkS;’Icw

T
_ 5Kk _ YkSk
Hiesr = [1 y;fSk] Hi [1 y;fSk] Viesk' )
By extended quasi-Newton equation
Yk = BkVr B ER 3

Based on equation (3),
equation becomes as follows:

Hyy1Bryr = Sk or

the Quasi-Newton

Hy+1Yk = UkSk 4)
Where y;, = Bi
k
The solution of equation. (4) is
T
_ SkYk Yk Sk Hksk Sk
Hk+1 B [1 y Sk] Hk [1 yksk] yksk (5)

This is called Modified BFGS update (H-

version), to determine y; , the following lemmas

are necessary:

Lemma 1

The inverse formula of equation (5) is given by
_ YiYi

Bk+1 - Bk + ﬂkY£5k S]CBkSk (6)

where By, = Hy}, ,and B, = H; .

Proof:

By Sherman — Morrison formula (10)

YiVi _BkSkSIka]_l
MeSEYe  SiBisk
YiVk ]_1

#kSkJ’k

pa—

B+ 2k BkSkSkBk[

kT T T l
HESp Yk SkBkSk

-1
ViyE ]
RKSEYK

BkSkSEBk

5+

=[Bk+

+ YiVE ]

T
HESkYE
+

- ()

T
1-s, B
kk T
SkBksk

Bi+
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and again by using Sherman — Morrison
formula, equation (7) becomes
HnyH

[B + /,LsTy] -0 usTy+yTHy ®)
By substituting equation (8) in equation (7) the
result is

T T T
H.. —H PiSkSi  SkYiHk  HiYiSk
k+1 — g + T - T - T
Sk Yk Sk Yk Sk Yk
T. T
Sk Sk Yk He Yk
(skyi)?
_ Skyk yksk ukSkslf
= I— Hk —
J/ksk Yi Sk

Lemma 2.
For the modified BFGS update (H-version), the
determinant of the next approximation of inverse

of Hessian matrix is given by
SkBkSk
|Hir1| = |Hy |y sk
Proof:
|Byrq| = |B bk BiesksiBel - Gnee the
k+l KT wylse  shBrsk |

current Hessian matrix is symmetric and positive
definite. Thus, there exists a triangular matrix
L, € R™" such that B, = L, L% . Consequently,

Yk
|Brs1l = }’k
Hk}’k Sk

LkLkSk o7

Sk BieSk
L' vk

=L |I+ >
| kl HrYik

Tt (Lglyk)T -
T
o ()" | |2E)

By rank two update determinant (10), the last
equation becomes

LyLj +

T Ly LY

LESk

}’k
|Bk+1| |Bk ( ) Lk ][
(L Sk) Lksk
Sk Bie sk
Yk v _Lis
+1By| u H(Lk ) 5 k]
Uiy
g | YEsk
_|Bk| o] Brse
T
_ Mk BrSk
and because  |Hyyq| = |Bk+1| BrlsTyk

If the

sTBys
|Hy | Z2kZE the proof is complete.
k
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T
COI’ldItIOI‘l IHk+1| = IHkl |S Set, Mk — ::kyk and
Sk BrSk
the Modified BFGS update (H-version) becomes
as follows

el i
Lemma 3

Modifying BFGS update (H-version) produces
a symmetric inverse of Hessian matrix if the
current inverse of Hessian matrix is symmetric.
Proof:

Sy Sk
SEBkSk

Yk SE]
Y sk

©)

. T
Since H! = Hy, (sks,f) = sst, and
T
(1 S"y’z) I -
- ) =
. Yk Sk
is complete.

The next lemma shows that the modified
BFGS update (H-version) preserves the positive
definiteness of the inverse of Hessian matrix
better than the BFGS does. More so, the
condition yTs > 0 is sufficient in the BFGS
update, but is deleted in the modified BFGS
update (H-version).
Lemma (4)
Given H;, symmetric and positive definite matrix
then, the modified BFGS update (H-version)
produces a positive definite inverse of Hessian
matrix.

Proof:
For 0 # z € R™ , and by definition of positive
definite property (10)
S S
ZTHy oz = 27 [ kYk]Hk [I_YR k]
Vi Sk Vi Sk
r Sk Sk
+
Z Sl’é‘BkSk
T How o+ sl _
= wieHew + 7 where wy, =
k

|-z,

Vi Sk
since Hy , By, are positive definite, so the proof
is complete.
Modified
Algorithm:
1. Choose the starting point x°, and the initial
approximation H, =1, € > 0, set k=0.
2. Compute V£ (x*)
3. Solve the system p,, = —H, Vf (x*) for p,.

BFGS  update (H-version)
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4, Do line search to find a; €R,3
f(x* + arpr) < f(x9).

5. Set x**1 = x* + a;py

6. Set s, =xkt1—xk |y, =Vf(xkt) -
VF(x") .

7. Compute H, 4 from equation (9)

8. If ||[Vf (x**1)|| < €, then stop and x**1 is the
solution, else k=k+1 and go back to 3

The Convergence of modified BFGS update
(H-version):

In this section, the global convergence for
modified BFGS update under exact line search
was introduced. The following assumption is
needed:

Assumption 1 (5)

a.  f:R"—> R is twice continuously
differentiable on convex set D < R™.

b. f(x) is uniformly convex, i.e. , there exist a
positive constants m and M such that for all x €
L(x) = {x: f(x) < f(x°)}, which is convex,
and

mllull? < u"V2f(x)u < M|lull? , vu € R™ and
x° is the starting point.

Lemma5 (4)
Let f:R™—> R satisfy assumption then
T T 2
N N
lIsll IkaII' kJ/kz' kJ/kz' d IIJ;kII are bounded.
Nyl sl lsel2” Nyl SEVk

As a result from Lemma 5...
St Bysy , Vi Heyy ,amd ||Bisi|l are bounded.
Lemma 6 (10)

Under inexact line search
Yllskll? and Y|lykll? are convergent.

Theorem (convergence of the method)
Suppose f(x) satisfies Assumption 1. Then,
under exact line search the sequence {x*}
generated by modified BFGS update (H-version)
converges to the minimizer x* of f.

Proof:
. HiyvesY  spytH
Given Hipq = Hy + %% _ Skk 4
Yi Sk Yi Sk
ngkYkSkslz sks,€
(y,fsk)z sy BiSk

T
Trace(Hy,1) = Trace(Hy) + Trace(%) —
k°k

Trace (—S"y" )

+Trace (M) + Trace(

)’ )

Trace (Hy,1)= Trace (Hy) — y"H—"S"+

yksk
Vi HeYSE Sk Sk Sk (10)
Os)”  skBest
Define Y(Hy4q1) = Trace(Hyyq1) —

Ln(|Hg411), and since Trace(Hyg,1) >
|Hi 1] > Ln(|Hy441), then, its clear that ¢ > 0,

T
and thus, y¥(Hy4,) = Trace (Hy) — Zw +

Yi Sk

ylekYksltsk_i_ Sk Sk —LH(|Hk|)
Gfse)  skBusk
=uw(H,) —
l’b( k) c0529
T
eyt oy ( a )_
s,fyks,kasksksk-}_ n c0s?0y,
In(=4-)+1-1
n cos?0y +
2yp Hisk(sp BiSk)?
where = , cosl, =
U= Ysil2BrsilzyTsy k
T
S, B S .
—k_k°k _ “from lemma (5) and lemma (6), q is
[IskllllBrskl

bounded. Since the maximum value of the
function 1 — t + Ln(t) is zero then,

T
YieHeyr +1
0 < Y(Hy1) < Y(H) + —k Sk Sk

SkYiSk BiSk

q
—-L -1
" (coszek)

VEHRYR+1 T
=Y( k)+sl;sTB 5 Sk~

Lng + Lncos?6;, — 1
= yY(Hy) + C + Lncos?6, (11)
Vi Hiy+1
S,ZykSIZBkS
losing the generality of the proof, C assumed to
be positive. by summing equation (11) up to k
k k

0< D w(Hja) < ) w(H) + ke

+ Z?:o Lncos?6;
K

where C = sts — Lng — 1, without

0< l/)([‘[j+1) <Y(Hy) + kC + ZLTICOSZQJ-
j=0

by Zoutendijk condition (10)
Yo In(cos?0)IVF(x)ll < oo, and hence
Jim In(cos?6;) IVf Cadll = 0
Case I. If 6, is bounded away from % , 36 >
0 3 cos B, > 6 > 0 for k sufficiently large and
then ,lim IVF(x )l = 0 and {x;} - x* and the

proof is complete



Open Access
2020, 17(3) Supplement (September):994-1001

Baghdad Science Journal

P-1SSN: 2078-8665
E-ISSN: 2411-7986

Case Il. If cosfy — 0, then 3k; > 03 Vj > k;
then,  Incos?6; < —2C , therefore for a
sufficient large k
0 < Y(Hyyq) < ‘IJIEHO) + kC
1

+ Z Ln(cos?6;) — 2C(k
j=0

—k) <0
which contradiction, and the proof is complete
Numerical Experiments:

This section is devoted to the numerical
experiments aimed at assessing whether the
modified BFGS update (H-version) algorithm
provides improvements on the corresponding
Standard BFGS update algorithm. The program
was written in MATLAB with single precision.
The test functions were commonly used
unconstrained test problems with the same
starting point, a summary of which is given in
Table 1.

The test functions are chosen as follows: (5,10).
1- f(x) =1 —x)%+ (1 —x)%, min. f=0

2- f(x) = (x; —10%)2 + (x, —2x 107°)2 +
(x1x, — 2)%, min. f=0
3- f(x) = (1 —x)% + (x3 — x1)?, min. =0
4 f(x) = T2 (im0 — 2)* + (aim1 —
2)%x5; + (xy + 1)%]
=0
5- Extended Himmelbla function
FQ) =120, +x — 11)7 +

(x2i—1 + x3; — 7)%, min. f =0

min. f

6- Rosenbrock function
£ = Z2[1000x; — x$)% + (1 — x)2],
min. f =0

7- Trigonometric function
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f(x) = Xiky[n — X7 cosx; +
i(1—cosx;) — sinxl-]z, min. f =0

8- Extended Rosenbrock function

fO) = 5 1000 — x3;-1)* + (1 -

X2i—1)%, min. f =0
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Table 1. Test Problems:

no Starting  Dim. BFGS Update Modified BFGS Update

points min. f Iteration Error min. f Iteration  Error
1 [-1;-1] 2 1.67900e-021 2 1.67900e-021  1.67900e-021 2 1.67900e-021
2a  [0;0] 2 2.3154e-005 5 2.3154e-005 1.1315e-005 11 1.1315e-005
2b  [1;-1] 2 2.4577e-005 14 2.4577e-005 4.4756e-009 28 4.4756e-009
3a [0;0] 2 1.471e-018 11 1.471e-018 1.0951e-018 9 1.0951e-018
3b  [-5;-5] 2 2.2826e-016 32 2.2826e-016 1.0125e-016 13 1.0125e-016
da  [1;1...] 18 3.2184e-010 6 3.2184e-010 2.6306e-007 5 2.6306e-007
4b  [1;0] 2 2.6653e-010 5 2.6653e-010 9.8618e-009 5 9.8618e-009
52  [1;1] 2 9.4582e-011 6 9.4582e-011 1.6978e-011 7 1.6978e-011
5b  [0; Q] 2 2.8607e-009 8 2.8607e-009 2.6041e-013 9 2.6041e-013
6a [-1;1... 8 7.6554e-011 10 7.6554e-011 1.1818-010 8 1.1818-010
6b [0.2;...] 4 0.9901 3 0.9901 0.9901 3 0.9901
7a  [-0.5;... 12 6.5037-006 12 6.5037-006 3.2731e-006 28 3.2731e-006
7b  [0.5;...] 12 4.8273e-006 13 4.8273e-006 2.9004e-006 28 2.9004e-006
8a [-1.2;... 4 2.03565e-006 17 2.03565e-006  1.5507e-009 24 1.5507e-009
8b [0; Q] 2 1.1462e-007 14 1.1462e-007 1.1276e-010 18 1.1276e-010

It is apparent in Table 1 that the modified BFGS
update (H-version) tended to the minimum of
the objective function f(x) in all test problems.
However, a comparison of the minimum value
of f(x) between BFGS update (H-version) and
modified BFGS update (H-version) revealed the
modified BFGS update (H-version) to continue
to the minimum of f(x) in all problems except
problems 1, and 6b, while the BFGS update (H-
version) had to stop because of the near-
singularity of inverse of Hessian matrix. All the
objective functions are chosen as aquadratic
programming problems with an exact minimum
value equal to zero ( min. f = 0), for example
problem 8 is a quadratic programming problem
where the exact minimum value of the objective
function is 0, for the first starting point [-2;1;-
2;1] the minimum value of the objective
function by using BFGS update is
0.00000203565 and the minimum value of the
objective function by using modified BFGS
update is 0.0000000015507 and clear that the
error of the modified BFGS update is less than
the error of the BFGS update, and this is true for
all other problems, than previously can be
conclude that the modified BFGS update is the
best of the BFGS update.
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Conclusion:

In this paper, the BFGS update (H-
version) was modified to preserve the
determinant value of the next inverse of Hessian
matrix at each iteration equal to the determinant
of the current inverse of Hessian matrix and
guarantee the strong positive definite property
that the Hessian matrix never near singular at
each iteration which make the computation
continue until the objective function terminate at
the minimum.
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