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Abstract

In this paper, we study, in details the derivation of the variational formulation
corresponding to functional with deviating arguments corresponding to movable
boundaries. Natural or transversility conditions are also derived, as well as, the Eulers
equation. Example has been taken to explain how to apply natural boundary

conditions to find extremal of this functional.

Introduction

Variational problems  with
retarded time arguments are of great
importance, since we consider such
variational problems in order to study
and justify the statement of the basic
boundary  value  problems  of
differential equation with deviated
arguments [3]. The variational problem
with one deviating argument can be
written in the following form [1]:

{
]

[ F(,x(t),x'(1),x(t — 7), x"(t — 7)) dt
/

0

or in more simplest form as:

t
]
[ F(t,x(t = 7),x"(t = 7)) dt

‘0
variational problem with lag differs
form the classical problems of calculus

of variation in that the terms x(t—1)
and or x'(t — t) are present in the
functional. Variational problems for
functionals depending on functions
with deviating arguments have been

studied by L .E .El’sgolg’s [3], L. D.

Sabbach [8], G. A. Kamenskii [4],
A.D. Myshkis [5], A. M. Popov
[71,N.K. Marie [6], S. B. Norkin, A. L.
Skubachevskii, D.K. Hughes and
others.

Variational Problems with
Movable boundaries:

As a general case for such type
of problems, let us consider the

problem of the extremal of the
functional

J(O) = F(tx(t = 7),% (t = 7)) dbuvren(1)
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under the assumption that some or all
of the points with coordinates ty —t
and t; — t are unknown: The increment
of the functional (1) can be expressed
in the form:

8J = J(x + 8x) — J(X)|iinear part

where

'I ' .
J(x, &)= [Ft,x(t = 1)+ &(t — 1), x (1 — 1)+ & (¢t — 7))d!t

Hence
f
& = | Fltx(t-v+dx(t—g)x'(t—1)+x'(t —1)dt
!
0
4
- ] F(t,x(t —=7),x'(t = 7))dt
0

| | F(t,x(t — 1)+ &(t — 1), X't — 1) + & (t — 7))
10 F(t,x(t —7),x(t - 7))

and it follows upon using Taylor’s
theorem that [2]:

| Fyr— &x(t-17)+
8= | *(t=7) dt
'0 in(t__r)&'(f ey 1')
and since, the first variation of the

functional (1) equals zero (8] = 0),
when evaluating the linear part we get:

4 | Fypp & (1-7)+
8= | il ' dt=0
to Fx'([_r)cix (Y“T)

Suppose:
F = F(y(t), x(t), X'(t))

where y(t) is the inverse function of

t—7

Let z =t — 1, then we have:

_ tIl Fx(t_r)&x(t—r)+ p
l Fx.(t_r)&r’(t—r)

-t .Ex( yax(z2) +
= I y'(z)dz =0
i F X'(z )(Sx(’)

Now, returning to the original
independent variable, we obtain:

4 ax(r) +
3= ] { *(0) y'()dt =0
T | F 1 Ok

Integrating the second term by parts,
we get:

H-t _
[ F, ,(t)ax (Oy'(H)dt =
107

-t hW=*al_
F '(’)7 (t)dx(t) = j _(Fx'(t)}”(t))k(t)dl

so, we obtain that:

tl—r i e
,Of_, X0y ! )‘E(Fx'( ,)7’(1))}&(1 i +

Feuy? (z)&x(:)Ll_r .
Fx.(t)y(t)&t(t)(lo_r =0

since in this case the class of
admissible functions is wider than in
the clase of non movable boundaries,
the function x(t) that realizes the
extremum in the present case must
satisfy the fundamental necessity
condition for the case of non movable
boundary points, i.e., it must satisfy the
Euler equation

Foy© 2 {F o r'®)=0
x(,)?’(’)‘; x'(,)}’(f)—

and in order to make the fundamental
lemma of calculus of variation to be
satisfied, we must have the following
three cases:

1- If 8x(t; — 1) = 0, we get that

=0 since dx(t)

l::x'(r)}"(t)&x(t) -
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is arbitrary, then we have

Fx'(;)r’(t)Lo_r =0.

2- If ox(tp — t) = 0 we get

Fx.(t)}"(t)&(t)‘{]_r =0 since Ox(t)
is arbitrary then we have

F"'(’)”')’z]-r -0.

3- If all the point with coordinates
t,—7, t, — are unknown, we get:

Fx'(f)y'(t)lt ol v
0
and

Fxl(t)}’ ([)‘tl_t = 0 .
Thus , in order to solve the variable
end point problem, we must first find a

general solution of Euler’s equation,
and then wuse the conditions

Fx,(,)y'(z)‘to_r =0 and

Fx,(r)y'(t)‘tl_r =0, which are called the

natural boundary  conditions in
deviating arguments. As an illustration,
we consider the following example:

Example

Consider the determination of the
extremals of the functional

§=2 2=+

Ix= [ 4, dt
o= | xe 1)

With the initial condition x(t; — 1) = 1.
Therefore, the integrand is given by:

F(t, x(t— 1), X't - 1)) = x"2(¢ - l)+éx(l ™,

and since the necessary condition is of
the form:

Fop? 02 {F )= 0
where:

F =F(y(t), x(t), X'(1))
=F(t+ 1, x(1), x'(t))

=x*(t)+ tzilx(t)

Hence, Euler’s equation takes the
form:

t+1
—-=-2x"()=0
2

The final form of Euler’s equation
takes the form:

t+1-1

~2x"(t-1)=0
or equivalently:

X't-1D=
Equation (2) is the delay differential

equation of the second order.

In order to solve equation (2), we
integrate the above term, we get:

2
X(t-1)= —+¢
8

where c; is an arbitrary constant.
To find the value of c;, the natural

boundary condition is
Fx'(z)7 (t)‘t e 0 is taken, we have:
0
Fx’(1)7'(’)=2X'(l)’t " =0
0
then

2X'(to — 1) =0, .., 2x'(1 = 1) =0

and so

O=l+c,then S =——1—,sothat
8 8

; £ o1
x(t-1)=—-—
(t-1) -
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Integrating this equation again, we get:

3
i) coms i
24 2

where ¢, is a constant, and since
x(t,—1)=1, we can evaluat the value

11
of the constant ¢, to be equals to 7

so that the solution of equation (2) is of
the form:
4 11

t
xt-D=—-—t+—
24 8§ 12
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