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Abstract:

This paper introduces a relation between resultant and the Jacobian determinant
by generalizing Sakkalis theorem from two polynomials in two variables to the case of (n) polynomials in (n)
variables. This leads us to study the results of the type:R;(x;uq,..,un) = ReSx,  x; ,xivs,xn 1~
Uy, .., fn—Uy), ©=1,..,n, and use this relation to ackatt the Jacobian problem. The last section shows
our contribution to proving the conjecture.

Keywords: Jacobian conjecture, polynomial map, resultant.

Introduction:
The Jacobian Conjecture can be stated as Researches in this field are still ongoing; for
follows: For any integer n =1 and polynomials example, a recent study was published in May 2020.

fi, > fn € C[X]; the polynomial map F = For more information, see * .

(fi, » fn): C* = C™ is an automorphism if det/x History of Jacobian Problem

is a nonzero constant. The Jacobian Conjecture is one of the most well
Notation Known open problems in mathematics. Keller

Throughout this paper Jr is used for  formulated the problem % in 1939. In the late 1960s,
Jacobian matrix, and X is used to denote the Zariski and his student Abyankar were the main
variables xq,..,x, also k; is put to be the movers of the conjecture. Many papers have been

degx-(Ri(xi:ulv--'un))- published on this subject, using tools from many
The ﬁ]ap different mathematics areas, including analysis,
F:C" - C" algebra, and complex geometry. This section shows
' some of the work that has been done:
FOXO = (100, ., fu00),

e For n =1, the problem is correct and is
studied before in °

e For n =2, the problem was tested using the
computer for polynomials of degree
deg(F) =100 ;
deg(F) = max{degf;,degf,} and s
studied before in®.

is a polynomial mapping, if each f; is a

polynomial.

If F is bijective, then the inverse will be

automatically polynomial (Theorem2.1,").

It is well-known that the invertibility of F implies

the invertibility of /.

Conversely, the statement of Jacobian Conjecture,

which first formulated in 1939 by O. Keller® is * Th‘? problem was proved_ for the case,
det(Jp) € C* = F is invertible. Whlch_ includes all polynomial maps Whos_e

In 1993, Takis Sakkalis, in his paper®, investigated a cooerlnates haye7 a degree of at most 2, is

certain  connection between the zeros of a studied before in’. . .

polynomial F:C25C2 and the Jacobian e It was demonstrated that if the conjecture

determinant of f and where fandg are was cor_rect in the special case for
nonzero ool nomi;:s in (C? (]) f 4 polynomial maps of degree deg F < 3, then
poly Y1) it is correct in the general case, is studied

before in”.
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Definition 1: Resultant ®

The Resultant is defined with respect to n
homogeneous polynomials Fi, ..., F, in n variables,
of degrees [, ..., [,, each polynomial being full in all
its terms with literal coefficients F; =
Ylal=; Ui X , for i =1,...,n. Then the Resultant
of n given homogeneous polynomials in n variables
is a unique polynomial Res € Z|u; .| which has the
following properties:

i. The equations F; =-+-=F, =0 have a
non-trivial solution over C if and only if
Res(Fy, ..., F,) = 0.

ii. Res(xil, ...,x,ll” =1.

iii. Res isirreducible, even when regarded as a

polynomial in Clu; 4 |-

Moreover, the Resultant of n fixed
nonhomogeneous polynomials in n — 1 variables is
the Resultant of the corresponding homogeneous
polynomials of the same degrees gotten by
presenting a variable x, of consistency.

For more details, see®.

A Relation Between Resultant And The Jacobian
Determinant
This section gives a generalization of Sakkalis
(Theorem 1,%).
Definition 2

Let f=Y4caX*€Clxg,xq1,...,x,] be a
nonzero polynomial with total degree n. Then f is a
strong quasi-regular in x, ..., x,, if the coefficients
of all monomials of the form x;* ...x,;™ which have
a total degree n in f(xq,xq,...,X,) are nonzero
constant.
Remark 1

Let fi, ..., fn € C[x4, ..., x,] be a strong quasi-
regular in xq,...,x,—1 and let uq,...,u, be new
indeterminates. Consider
Resy, . xn_, (ft = Uty s o — Un) = R(Xn, Uq, ooy Up)
= Rkn(uli ""un)xnkn + -+ Ro(ul, ...,un).
Then

Ro(uy, ) Un) = ReSy, x , (fi = s, e, fr = )|

xXn=0
=Resy,, xn_, (fi(xq, ey X021, 0) —
Uq, ooy fn (X1, o, X021, 0) —uy,) # 0.
Remark 2
There exist some polynomials g;,...,9, €

Clxq, «r) Xy, Uq, ..., Uy ] SUCh that
R(xp,Uq, oy Uy) =
g1(fi —u)) + -+ gn(fn —up)

which means that R(x,, f1, .., fn) = 0.
Lemma 1
Consider

Resxl,...,xn_l(fl — Uy, ---rfn - un)
= R(x,, Uy, ..., Up),
Resxz,...,xn(fl — U, 'fn -
Up) = R(x1,Uq, v, Up),

Resxl,...,xn_z,xn(fl — Uy, ---;fn -

un) = R(xn—llul; ---;un)/
and write
k
R(xn'ulr ---;un) = Rkn(ull ...,un)xn" + -+

Ro(uy, ..., up)-

Let fi,..,fn € C[xy,..,x,] be a strong quasi-
regular in as  well as in
X1, o> Xj—1,Xj41, -, X, fOr each i € {1,...,n—1},
then the following conditions are equivalent:

i. k, =0.

ii. 3 h(uy, ..., uy) € Cluy, ..., uyl,
h # 0, with h(f, ..., f,,) = 0.
det/r = 0.

X1y s Xn—1

Proof
i=>ii
If k,, = 0 then
R(xp,Uq, ey Up) = Resxl,...,xn_l(fl -
Up, s fn — Un) = Ro(Uy, ..., Up)
€ Cluy, ..., Uyl
(Remark 1) impels that Ry(uy, ..., u,) # 0,
and (Remark 2) gives that Ry (f3, ..., fn) = 0.
ii =iii.
Let h(uy,...,u,) be of minimal positive
degree such that h(fi,...,f,) = 0. Then

calculating partial derivatives of
h(fi, .., fn) gives that:

0 oh 0f; oh df,
—h(fy) s ) = e o —
0xq duq 0x4 du, 0x,

0 _ OO O o

Eh(fl' o fn) = ouq 9xy 0xy Ouy,’

Then the matrix form of this system can be
written as follows

of Ofn\ /0R
0xq 0x4 ouq 0
o amf o] \o
Oxp, 0xp duy,

Then the minimal property implies that
%(fp---,fn) #0 forsome 1<i<n

iii = ii .
By contradiction, note that R(x;, f1, ..., f,) = 0 for
i=1,..,n. Then there exist polynomials

B;(x;,uy, ...,uy) oOf minimal positive degrees in
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X1, ---, Xy respectively, such that B, (xq, f1, ..

=B, (xn, f1, - fn) = 0. Then
0B,
/ uy o fo)

»fn) =
(xl,fl, .. fn)\

\ " Gt firverf) e et G i ) /

oh of

/ 0xq 6xn\

\oo . o)

Oxn Oxp

0B,

axl (xl’ fl’ e

f)

aB
— (xn; fl'

But minimal property implies that
[Ti52t Gt o s ) # 0 and thus det # 0.

ifi=1i.

Assume that k,, =1 . Pick (a4, ...,a,) € C"*
such that Ry (ay,..,a,) Ro(ay,...,an) #0
and let b, € C be such that R(b,, a4, ...,a,) =
0 then (Theorem (5.15),%) ensure that there is

(bq, ..., by) € C*"1 such that :
fl(bll ---:bn) —ay == fn(bl; ""bn) -
n=0.
Furthermore, the polynomials
f10xq, oy X)) — Aq,y ey fr(Xq, ey X)) — @y, have

no shared factor of positive degree in

Xq, ..., Xn—1 fOr otherwise the shared factor
g(x4, ..., x,) has a positive degree in x4, ...
and R(x,, a4, ..., ay) = 0 contradicting
Ry(a4, ...,a,) # 0. Put

fT:l(xll "'an) = f]_(x]_ + bl' ey

» Xn—1

xn+bn)—a11

fan(x1, e, ) = fu(xy + by, oo, X + by) —
Ay,
Then £,(0, ...,0) = -
det Jeg,,..f =0
By (ii) there is h(ug, ...,
positive degree such that h(f, ...

Moreover, h(u, ...,

= £,(0,...,0) = 0, and

u,) of minimal

Jn) =0.

u,) has no constant term

since h(0,...,0) = 0. In this case, the fi, ..., f,
have a shared factor of positive degree, say
d(xq, ey Xp)- This implies that
d(xy — by, ...,x, —by) is a shared factor of
positive degree of

f1(x1, e, X)) — Qg oe, frr (X4, oo, X)) — Qs

which is a contradiction.

In ® Peretz uses The Jacobian criterion satisfied by
the map F = (f, g), (of degree d or less) in a way
to construct an ideal (called the Jacobian ideal). He
considers the two relative resultants polynomials of
the map F (one with respect to x and the second
with respect to y).
The key theorem he proved is that:
The Jacobian Conjecture is true for F if and only if
the leading coefficients of these two resultants
belong to the Jacobian ideal.
He calls this result the resultant reformulation of the
Jacobian Conjecture.

sing the Groebner bases technique, he builds an
algorithm, and it was programmed and used to
pfove the 2-dimensional Jacobian Conjecture up to

., f)degree 15,
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he theoretical importance of Peretz research is to
show that conjecture is a decidable problem. The
following result is obtained in his study.

Let fi(x,¥), fo(x,¥) € C[x,y ] be a Jacobian pair.

Let a and B be indeterminates.
If Res (fi(x,y)— a,f(x,y)— B,y) = Rix +
Ro(a,ﬁ), Rl € C*,

then F(x,y) = (f1(x,¥), f>(x,y)) is onto C2.

Proof of the Jacobian Conjecture

Depending on (Lemma 1), this paragraph introduces
our contribution to proving the Jacobian problem.
Recall the problem:

For any integer n = 1 and polynomials f, ..., f,, €
C[X], the polynomial map

F=(fi,. fp):C*—> C™ is an automorphism if
det(Jr) is a nonzero constant.

Note that two affine varieties A and B are
isomorphic if and only if their affine coordinate
rings are isomorphic as K — algebras. Note that
A=B=C" Therefore I(C™) = (0).
So the problem transformed to study the
isomorphism between the rings C[xy,...,x,] and

Cly1, -, Vn]. To do this, let us define the map
d: C[yl' !yn] - C[xll "'lxn]
yie fi

It is a homomorphism, and his kernel is given in the
following form:

KerCD={hE

Cly1, s ¥l + h(f1, s fo) = O}
Notice that the homomorphism & is injective, since
from the definition of Ker &, if there is a nonzero
polynomial h € Cly1, ) Ynl such that
h(fi, ., fn) = 0, this will lead us to det J- =0
(Lemma 1), and this is a contradiction with the
hypotheses which is det Jr € C*.
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Note that a linear transformation of coordinate can
make the polynomials f, ..., f,, strong quasi-regular
in Xq,...,Xp_1 -

Currently arise an important question; if the
homomorphism @ is injective, is it true that also F
IS injective?

Suppose that F is not an injective polynomial map,
then there exist a,b € C* where a# b and
F(a) = F(b).

which means that (fi@), ... fu(@) =

(f1(B), ..., fn(b)) and since ®(y;) = f; for each
ie{l,..,n} Note that
(@(y1)(@), ..., P(yn)(a)) =

(@(,)(D), ..., (y,) (b)), and this implies that the
compounds are equal, so ®(y;)(a) = ®(y;)(b) for
each i, but the map @ is injective so y;(a) = y;(b)
for each i € {1,...,n} this shows that a; = b; for
each i € {1, ...,n} which implies that a = b which
means that F must be injective.

Using the results from®, it can be seen that F is
invertible, and this completes our proof.

Conclusion:

This paper presents some previous studies
on the conjecture and introduces an attempt to solve
this open question about the validity of Jacobian
conjecture through the Resultant theory. This study
transforms the problem to consider a particular
isomorphism between the rings C[xy,...,x,] and
Clyq, ...,yn] to prove that the polynomial map
F = (f1, ., fn): C* = C™ is an automorphism.
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