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Abstruet

An approximate solution ol the dincar system of  ntegral cquations for both
Fredholm (SFHS) and Volerra (SVIES) types has been dertved using Taylor series
expansion . The solntion is essentiatly buased on substituting for the unknown [unction
after differentiating both sides of the systemof integral cquations. It may further be
used o implement  the same method uses for st probleins™ L has been shown that
[or “stll problems”, Runge-kutta and modified Buler methods may lead o poor
results. The proposed method is  convenient for computer programming using
MATLEB language. Finally, by using various examples, the accuracy and the stability
ol this method will be shown.

1. Introduction

Consider  lirst the system of with the initia conditions
intepral cquation ol the form b vy} )
abed b 30 [ bbb () Stiffness 15 a properly  of a

mathematical  problemy (not of the
numerical sofution method). Systems
ol equations  having  the  stiffiess
propriics  arise i a  variety of

where 4 (v and /() are known and
A () -z e are unknown functions (o
be determined.

This  system appears  in - many

applications. including  chenncal
applications for  mstance:  the neaction kincties, guidance and control
Iyiricheit- Neemann mixed boundary problems. clectrical lransmission
value  problems (MBVEPs) on closed nebworks, and heat and matler transler,
surfuces in 9 baced on an equivalent To determine whether or not the [IVP s
forrmulation of the MBVP as a system stff, we shall give the definition of
ol two integral cquations [1H].Problem S]\_”) in SCC?i")n 0. . .
(1Y was previously studied and treated This paperis concc‘rncd with the usc ol
using collocation method 12]. Taylor  sevies  for  oblaining  an
Second, we consider the =stlT jnitial approximate solution of (1} and (2). A
value problems (SIVPs) of order n brie{ review of some background on
which is: the Taylor « theorem as well as the

tundumentut  theorcm is given in the
sl i v s o B e il i (2) following seelion.
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2. .Basic Theorems
Taylor’s Theorem:

Suppose s is a real
[H.h].. PR T
conttnuous

function on

a positive inleger. s is
on  |es]. o) exists for
relan). Let be distinct
points of v , and define

cvery . /1

P 3 Ll Ly

i
Then there exists a point « between «

and g such that

1) vt LB 3)

n

. the theorem shows that
can be approximated by a polynomial
of degree oo and that (3) aflows us
{o estimate the crror, if
bounds on |/}

[n general

we know

Fundamental
Cualeutus
Formula):

Theorem of Integral
(Leibnitz Generalized

:(;'T-[ Fx, 1'}[\':-: J’ii *V)Ifi + .’-‘(.\_[i(n'}}{f%‘_

Flx.o (_\- )} fﬁi(,\)
ax
3. The fixistence
Uniqueness Theorem
In this section we discuss the existence
and

(v}

and

eq.(1).

Definition

Let # be a Fhilbert space and v a
bounded operator on w. 7 is not
necessary a linear operator. v is said Lo
be a comtraction operator i there
exists a positive constant o1 such
that;

Jer 1o s

forall z.rin .

untquencss of the solution of

110

Theorem 1 :
Let rbe acontraction operatoron 1.
The equation
r=s

has a umque solution 7 in w.sucha
solution is said to be a fixed point of
r{scc [3] for proof).

Now in operator form eq.(1) can be
writlen as:
U -KNU=F . w=12,..n

4

where  r, w-12..n are in yand
&, wm-12.. » are bounded operators

with the properties that:

R o

o ar g wefp-r)

ot =k oA o -r]

Let ar=max{tr s ....47_}, then we have

[ S E Y VR I (5)
where
Kir=3 J'k_,(,\-,.')u,{t)dr
we can write eq.{3) in the form
W=t m=12n
wWhere 7t =+ ~K.(. m=12....n (6)

Theorem 2:

Liquation (4) has a unique solution for
£, 0 ldeen provided  that
are bounded operators
that also satisfies (5).

=12 noN

Theorem  (2) can  be applied
immediately to the linear SFIEs of the
form:

wx)e flch Z ‘I.A\.(—"»’)"f,{") dry i=12,...n (7)

i sy et 15 in L] and the

integral operators are bounded.
The results apply to linear SVIEs of
the form:

It (,\')-: f(\)l Z J.f\'”(_\'_.')u‘(l) dry i=12...m (8)



since  eq.(7) reduces

k{ey)=00 =120 for -

Theorem 3:

Lel  sivec i}, i=nz..
a (inite interval and without
generality et ithe [a]) and suppose
that & {x.»)=0
is continuous for «ye ot and therelore
uniformily bounded. Then eq. (8) has
a unique solution w(y) r=12..a. forall

» { we constder

by bl Lelunen

Sy =12 m [t).!].

4. Taylor series method for
(SFIEs)
Recall eg(7), the lincar STlks :

)+2 jk_{.\xl)u (Wt . =120
Dilferentiating bath sides ol {7)
w - imes With respect 1o v, we have

u‘(f)u’l Li=12 0 1Y)

into (9) to obtain

5,

G B el H())
Now, expand wi{). /=120

Then pul X

I’[\

in Taylor

series al =0 1C.
wi)= L-——u WMe-e), 1412 (1 ])
Finally, by ~.ubxl1lut«,mg3 CIRERD]
into ¢q.(10), yeilds -
t (\ b= £l )+ Z J.(——';;g‘— f-!u {I)u’!'
=1 .
{Zz—lu (fl)}u'r 5 =Rl (12)

LEq.(12) can be rewritten as:

wle)s by )«-ZZ?::H: () i

whure
[pok (a0 R
= 7% __5_\'__" (r-r Ve, =120
solve the above system  lor the
quanti{ics i, (,\' ),u‘ (,\' hoout (\ ]

1w u SVIEs if

loss of
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j-ize.n o using  Gauss  climination
proceture 1o obtain the approximate

solution to o).

5. Taylor series method for
{ SVIEs)
In this scction  the lincar
¢q(8) is comsiderd:

SVILs,

(x)= £( )Zlk\lu

Dilferentiating both sides ol (8),

u’t, v L2, 0

3-umes With respect o« Lo get:

Z r;k A "_“ {1 drk, (\ \)u (\)} »

(14)

(1 I -

{e)etr v

:Mﬂ;rmfgj]i%gﬂ“ m+gruhn}

Ok (\J) P
R T Y
T '

(¥

20!.,\[.\_,\}

-muhwﬂxnmuﬁ

i (16)
Since, it s Jifficult o find an explicit
formula for the w -4 order derivative
for eq. (8) as in SFIE; hence for fourth
derivative, we differentiate eq.(16) and
so on lor [iftl and higer derivative.
Now, put + « and substitute cq.(11)
into eq.(8) and eqs.(14-16) to obtain:

I (u): I (u) 5

u [x)=f (x)+ Z[ Z ; L) -
LU PR 0 1 X SRR R
oy :
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with the initial conditions

{ur} itf;;?(;y-'{"}f s 05 (”)*"?’ : vie)=x . i=12.. .n
ﬂn{\‘—‘” cila) ek ‘(”-”)”T(a)} or in matrix notation
Pl vl fo 1 0 o 0 Yy
Solve  the above  system lor the L L S B
quantities v {elle)  and wta), 12 A y »
using forward substitution . Then these . T £
values are substituted in eq. {9) (o ¥ (18)
oblain the solution 0 of ) - 0
T R D O Ry By (P Hopw
_:T“r{:.)(,‘.--.”) ; P=12..n 1
with  the  initial conditions
6. Stff  Initial - Value vlo)=x =120
Problems (SIVPs) or
Definition:
A hincar svstem v o issaid 1o el
.l.l
be stiff il ¥,
Here the vector v |y and the
oo Soralie 200 :
2. l.)](ISI,j, [/!‘Ji'?!“'F"'I A%
where A is a real constant matrix of matrices
n—dimenstons and 2.i-12...0 are the " i 6 e B
cigenvalues of the matrix A. [ o0 1 9 .0
The ratio oF  wasfd|fmin]2] 1s termed the dizl : |and
stiffniess ratio. B owd e s i
Higher-order real scalar  differential .
cquations  can  be  studicd by 4 i
corresponding frst-order  real veetor a 1o are related as above.
differential equation, which is a special :
case of the general first-order vector I
differential - system. Therefore, ¢q(2)
can  be wrillen as a  first-order The solution of the nonhomogeneous
differential system by introducing the equation (18) with initial data
variables o0 uses  the Tollowing (c.x...x)at .o isthen
assumption:
v ir) X 0
";".“ i) oS L I{"" ds
VoE : 7 :
- v i} X, /1)
T =1 (37)
N where ¢ ts a f(undamental maimis
PR solution of the homogeneous svstem:
IR T ca v £l
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Now, the first-order  differential

system {(17) can be reduce to system of

intepral  equation ol Volterra wype

(SVIL). By inteprating both sides of

(17) over  [ue] we can casily verily the
formula for the soluton is:

) ook

T (.'):— Xk J."."(.a}{.\'

; (1)
RG] ;I‘l'.(.s)h Y J.; (»}Is

h 3

a [ bdive 760

Then Taylor sereis method can be
applicd to [ind an approximate setution
for (19 as in section 3,

7. Numerical Resulis
flere  we present the results
applying the Taylor series expunsion
discussed to three ditterent problems.
Example 1:

Given s and 700, we wish o ind

glx) and ¢ so that
é i) V,f:(\‘)i J-gf o (r)elt

o) f () J.(l gl

wilh the functions

¥ [\) sy s and

)0 eosy o vsinya A cosy - |

the exact solution ol this problem is:
ble)=siny, #lde

when applying Taylor s meihod. we
have the approximate solution

and ¢ {a)s oo 2 e

2

ol

Mol 2 (1) 2005

Table (1) gives a comparison of our
resulis and exact solution,

B I

Tuxlo

w7 |
A Aalud g ]
JSEhi 8 G liet
1AM P 1 3NESY

Jgeung |2 it
2 22255841
| 22500 | 2 asmens

| ozeeeuy | 2

Lo dessriglf
Table (1)

Example 2 :

Here we apply the micthod (o the
example of SFIEs:

alx) o wl%xin X ;“.\m RN

i:_(.\‘)'-‘ XX e+ J.L 'u.{!).!l
the exact solution s w(v)ze .
I (\) e

The solution of  wi and « () [or
eoxn o ds required, Using the method
derived in section -k, the Taylor serics
solutions o w2 for w3 are
obtained as shown in Table 2. Again |
the  results obtamned by the exact
solution arc also lisied in Table 2 for
Comparison,

i dx) N1 R
Taylor xact
0904837 | 00wy | Qusog
omisn | o ue0s | o 13
OTIO8IE | 0273veh | 0271000
RETSTE IR 0 336000
Sl T | S
orEiz | 03 | 0381000
i L oasesss [ oystooe | 01sTon0
_ 08 | 2208331 [ 0419129 | 0158060 | 0 288000
09 | 2426500 [ 04ves70 | 0171000 | 0171000
|1 | 20666007 | 036787Y o 0
LYK lasose1p” 0 GO0000
Tabld})

[Example 3:
As a third examiple. we studied the
foHowing = N6l problem

RIS R R FR LTI R IT 4

[RE (L
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which can be writien as a system of
first order differentiad equations

wloy | (20)
v (0)= 5[

yow 1001 - 1000

or m malrix noiation
Y=}

where )[\ 1J and the coctlicient

: 0 1 .
matrix A [ . with the
SHI0 - 1001

v

vector  solution v -4y o). The exact

solution of this problem is:

vi¥) e et v yow
By integrating both sides of ¢q.(18)
over sl owe  obtuin the foliowing

SIS .
£ 0] 1 fr
v ()= -WHII]I‘(F]U’! 1001 [r (1 Yot

The st problem {20) has been solved
using Rung-Kutta  and modified Fuler
methods, these methods lead to a rapid
deteriorotion of  the accuracy of the
solution.  We  obtained  comparabie
accuracy  using Jaylors method (see
Tables 3 and 4).

Taylar |

0570120

16051

7o

GFpOAME6T AL L

(1] ORS00 I 1gong7 Y1 0 A0as70

R N L A S T RO R T W PP e

PN asaan | Ve 7T Zweniee T

E Y P 7 T

N 'lrluny-Kulln ; M Fuler Fancel
-y
5 18 . 20903337
S I s T 0@ BIRIA0,
E.". V4 -nransee | c92veo2i [ et i000 | e qieqie
R AT MR SRR IO MRS |.:.0870%0
{05 1 C0BIeT | -l AenzarIol L TIRINI0T | 0 60nsN
LRI S E X AR R Yo AT AT { SR IERID
1 o7 0dETRIY | 2SARINETINT - de33St10T | L a0esEs )
[ 08 | DAMGET | -RARI2t10 0 2 0REST 107 l slld s
l L3806 | -3 TOTI64 [0 || KSR ‘ 940850
fokind EUGETEE A LAY R RaL (0 LN M BT AR
R 1a211n" 6
L e s g
Tale(4)

th

lad
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8. Conclusion

A method of using Taylor series
expansion  las  been presented  for
solving linewr SFIEs and SVIEs as well

as an important class of differential
equations called  “stiff” initial value
problem.

In practice, ve conclude that:

o The solution obtained by Taylor
series expansion is given by a function
. and not only al somc points as in
Runge-Kutta and  modilied  Puler
methods.

e Numerical computations of Taylor' s
mcthod are - simple and  the
convergence s satislactory,

o [ we attemipt to increase the interval.
an unsuccessful  doubling  of  the
interval being followed immediately
when using Runge-Kutta and modificd
I-uler methods.

¢« The difficulties  that  arisc  in
allempting 1o obtain  a numerical
approximation 1o the solution of a

“stft™  problem s that numerical
stability.  We overcome this stability
limitation when using Taylor series
expansion.
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which cnn be written as a system of
Nrst order differentiad equations

r
yor .
'

LR 1 (A R EPTART

R (channt l (20
w01
or i mairix notation

Y=d41

where }[\ 1J aid the coctlicient

. 0 1 .
matrix i [ _ L, with  the
- 00 = 1001 ;

v

vector  solution v -{ ). The exadd

selution of this problems:

v esamd (V) e
By integrating both sides of ¢q.(18)
over o], we  ebtain the following

SVIls
OERE j\ 0 et

v(x) = -umljr(p]m 1001 (v (s

The stiff problem (20) has been solved
using Rung-Kutta  and modified Fuler
methods, these metheds lead to a rapid
deteriorotion  of  the accuracy of the
solution.  We  obtained  comparabie
accuracy  using Taylors method (see
Tables 3 and 4).
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8. Conclusion

A method of using Taylor series
expansion  las  been presented for
solving linear SFIEs and SVIESs as well

as an important class of differential
cquations called  “stiff” initial value
problem.

In practice. ve conclude that:

s The solution obtained by Taylor
series expansion is given by a function
. and not only al somc points as in
Runge-Kutta  and  modilied Euler
mcthods.

o Numerical computations of Taylor s
method we - simple and  the
convergence s satisfactory,

o [I we attemipt to increase the inferval.
an unsuceessful  doubling  of  the
interval being  followed immediately
when using Runge-Kutta and modificd
I-uler methods.

o« The difficulties  that  arise in
altlempting 1o obtain  a numerical
approximation {o the solution of a
“siff™  problem  is that numerical

stability.  We overcome this stability
limitation when using Taylor serics
expansion.
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