P-1SSN: 2078-8665
E-ISSN: 2411-7986

Open Access Baghdad Science Journal

2021, 18(4) Supplement: 1397-1405

DOI: https://dx.doi.org/10.21123/bsj.2021.18.4(Suppl.).1397

Evaluation Method of Mesh Protocol over ESP32 and ESP8266

Nur Azzurin Afifie * Adam Wong Yoon Khang ™ Abd Shukur Bin Ja'afar?
Ahmad Fairuz Bin Muhammad Amin? Jamil Abedalrahim Jamil Alsayaydeh?
Win Adiyansyah Indra? Safarudin Gazali Herawan?® Arnidza Binti Ramli 4

1Broadband & Networking Research Group (BBNET), Center for Telecommunication Research and Innovation,
Faculty of Electrical & Electronic Engineering Technology (FTKEE), Universiti Teknikal Malaysia Melaka (UTeM),
Hang Tuah Jaya, Melaka, Malaysia

2Center for Telecommunication Research & Innovation (CeTRI), Faculty of Electronic and Computer Engineering
(FKEKK), Universiti Teknikal Malaysia Melaka (UTeM), Hang Tuah Jaya, Melaka, Malaysia

3Industrial Engineering, Department Faculty of Engineering Bina Nusantara University, Jakarta, Indonesia
“Lightwave Communication Research Group(LCRG), Universiti Teknologi Malaysia, Johor Bahru, Malaysia
*Corresponding author: adamwong@utem.edu.my

E-mails: m022020020@student.utem.edu.my , shukur@utem.edu.my , ahmadfairuz@utem.edu.my ,
jamil@utem.edu.my , adiyansyah@utem.edu.my , safarudin.gazali@binus.edu , arnidza@utm.my

Received 14/10/2021, Accepted 14/11/2021, Published 20/12/2021

m This work is licensed under a Creative Commons Attribution 4.0 International License.

Abstract:

Internet of Things (loT) is one of the newest matters in both industry and academia of the
communication engineering world. On the other hand, wireless mesh networks, a network topology that has
been debate for decades that haven’t been put into use in great scale, can make a transformation when it
arises to the network in the 10T world nowadays. A Mesh loT network is a local network architecture in
which linked devices cooperate and route data using a specified protocol. Typically, 10T devices exchange
sensor data by connecting to an loT gateway. However, there are certain limitations if it involves to large
number of sensors and the data that should be received is difficult to analyze. The aim of the work here is to
implement a self-configuring mesh network in loT sensor devices for better independent data collection
guality. The research conducted in this paper is to build a mesh network using NodeMCU ESP 8266 and
NodeMCU ESP 32 with two types of sensor, DHT 11 and DHT 22. Hence, the work here has evaluated on
the delay performance metric in Line-of-Sight (LoS) and Non-Line-of-Sight (nLos) situation based on
different network connectivity. The results give shorter delay time in LoS condition for all connected nodes
as well as when any node fail to function in the mesh network compared to nLoS condition. The paper
demonstrates that the 10T sensor devices composing the mesh network is a must to leverage the link
communication performance for data collection in order to be used in loT-based application such as
fertigation system. It will certainly make a difference in the industry once being deployed on large scale in
the 10T world and make the IoT more accessible to a wider audience.

Keywords: 10T, LoS, Mesh Network, , nLoS, NodeMCU.

Introduction:

The loT is a new area of technology that
allows physical objects to communicate with one
another, with the aim of making human life better
and more convenient. The fundamental principle
behind this concept is the omnipresent of diversity
of sources— such as Radio-Frequency Identification
(RFID) tags, sensors, tablets, wearable devices, and
others — that are able to communicate with one
another and collaborate with their peers to achieve
mutual objectives due to special addressing schemes

!, The quantity of IoT components with its devices
rise by 31% last year to 8.4 billion, and is predicted
to hit 7.1 billion in 2020 2. Using multisensory
networks and other 10T devices, the Internet of
Things can now collect data from varied locations
and build control interfaces. This wireless mesh
networking can make a big difference when it
comes to the effective and efficient networking
solutions in the loT world today. Among the
numerous benefits of mesh networks are their high
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dependability, high bandwidth, cheap
implementation cost, broad coverage, and excellent
scalability * #. Mesh networking is a local network
topology in which nodes are individually,
dynamically, and non-hierarchically linked to one
another and work with others to route data from/to
clients efficiently ° It also supports auto-
networking meaning when the user setup a mesh
network, any node can scan access point and can
connect easily by form an artificial grid of APs to

Star Networks

Figure 1. Wireless Mesh Network [5]

For static network, every device or node in the
network typically has a dedicated point-to-point
connection to every other node °. But when it
comes to mobility, there are two kinds of wireless
mesh network (WMNs): static mesh networks and
mobile mesh networks . Usually, the routing data
in a mesh network was taken care by the protocol
itself. Under mesh network topology, guaranteed
performance can be obtain with interconnection of
all nodes ' 3 The performance element metrics
often used in quality assessment for mesh networks
are hop count metrics, capacity metrics, delay
metrics and others 4. Generally, this paper carries
the objective to demonstrate the performance
proficiency of the mesh network idea in loT
connected network through the use of the ESP 32
and ESP 8266 for the remote monitoring purpose.
The rest of the paper is organized as follow: the
next section describes the related work. Follow by
is the proposed method section and results section.
Finally, is the conclusion section for the work here.

Related Work:

A mesh network with wireless feature
consists of a number radio node that are arranged
based on mesh configuration of communication
network. Each node in WMNSs is linked to one or
more other nodes through multi-hop connections,
allowing the network transmission to take place
through more than one path °. The project proposed
by 1 create a Wi-Fi mesh network architecture for
Internet of Things applications. This study's
operating system is quick mesh project (QMP).

Based on the benchmarking, the study here
has built a mesh network using the ESP32 and

intelligently “direct traffic across the network © 7.
Furthermore, the mesh networks are easier to build
and manage than static network infrastructure. As a
result, they are more convenient to install since they
automatically adjust to the network settings, and the
devices utilized combine two functions into a single
device: routing and providing access to the network
8 Without centralized control, these mesh routers
are dynamically self-organizing, self-configurable,
and self-healing °.

Also, the role of the Wi-Fi node considered as a
client for loT applications. These nodes use MQTT
to broadcast and subscribe. The Wi-Fi mesh
architecture is functioning well, with an average
throughput of 110.5 kbps. The development of a
local wireless local area network connecting
numerous nodes without the use of the internet was
shown effectively here. As nodes are accountable
for transmitting message to each other's, this mesh
network architecture may support quite a wider
number of nodes ' 8 Hence, this paper has
benchmarked the similar idea as in '°. However, the
author did not carry out the link performance.
Hence, the work here would further extend the
study by examining the delay time required to
create the mesh network in LoS situation, nLoS and
disconnect one node to show the efficiency of mesh
network.

Proposed Work Methodology:

Table 1. List of parameters
Parameter Specifications
Microcontroller NodeMCU ESP 32 and
NodeMCU 8266

Sensor DHT 11 and DHT 22
Protocol Dynamic Source Routing (DSR)
Power Voltage 3.3V
Communication Bluetooth connection with half
duplex mode

Topology Full mesh (3 hops) and partially-

mesh (2 hops) connected topology

provided 4 nodes without utilizing the internet or a
router as shown in Figure 2. The table 1 had lists the
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parameters utilized in this work. So, in this system
architecture has implemented four independent
NodeMCU boards for 10T framework. Both the
NodeMCU runs on 3.3V. Technically based on the

known as the sensors which are the DHT 11 and
DHT 22. The sensors are used to measure
temperature and relative humidity. The output
device would be the computer which is to acquire

Figure 2, the four nodes would be communicating  the desired sensor output at each node.
with each other by interacting with the input device
nodeMCTT
Computer DHT sensor
C DHT sensor T
t{
e WIRELESS ‘
MESH
NETWORK nodeMCU
Computer DHT sensor
nodeMCU

DHT sensor

Computer e —]

- el

Figure 2. System Architecture

By applying the mesh topology in the 10T network
is an efficient way in which the infrastructure nodes
to maintain connectivity between these nodes.
Specifically, the effectiveness of mesh networks
will be shown through the delay performance metric
in 2 conditions which were LoS and nLoS. The
delay time is used to test how long all nodes react to

each other in a given situation and to indicate the
mesh network is dynamic routing where it can
select the fastest and safest route automatically.
Furthermore, mean formula is used to calculate the
delay time readings for nodes communicating with

x, time taken between Nodes = (Node a — Node b) + (Node b — Node c¢) + ---

mean,m =
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Figure 3. Circuit diagram
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The Figure 3 demonstrate the schematic
shown above is used to construct the hardware
section for nodeMCU and DHT sensor modules
based non-WiFi Mesh Network while at Figure 4
and Figure 5 shows the experimental set up of
respective mention four hardware modules that
communicating with each by sending data over a
mesh network.

NodeMCU 1 module was integrated with:
e Input component: DHT-22 Sensor Module
o Output component: Computer

NodeMCU 2 module was integrated with:
e Input component: DHT-22 Sensor Module

‘ Node 1: DHT 22 WITH ESP32 ‘

| Node 4: DHT 11 WITH ESP32 |

e Output component: Computer

NodeMCU 3 & 4 module was integrated with:
e Input component: DHT-11 Sensor Module
o Output component: Computer

All the nodes here were connected in a
mutual distance as long it can discover the other
nodes to evaluate the link performance under 2
scenarios and collect environmental data for
monitoring objective. For the first scenario and
second scenario in this experiment that are based on
LoS condition for the fully-mesh and partially-mesh
connected network of nodes.

| Node 2: DHT 22 WITH ESP8266

’ Node 3: DHT 11 WITH ESP32 |

Figure 4. LoS Full-mesh Experiment setup without blockage for scenario 1

Node 1: DHT 22 WITH £5P32

’ Node 4: DHT 11 WITH ESP32 ‘

’ Node 2: DHT 22 WITH ESP8266 ‘

Figure 5. LoS Partial-mesh Experiment setup without blockage and with node 1 off for scenario 2

Meanwhile for Figure 6 and Figure 7 shows the
third scenario and fourth scenario that are based on

nLoS condition for the fully-mesh and partially-
mesh connected network of nodes.
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‘ Node 1: DHT 22 WITH ESP32 ‘ ‘ Node 2: DHT 22 WITH ESP8266 ‘

‘ Node 4: DHT 11 WITH ESP32 ‘ Node 3: DHT 11 WITH ESP32

BLOCK

Figure 6. nLoS Full-mesh with blockage for scenarios 3

Node 1: DHT 22 WITH ESP, ‘ Node 2: DHT 22 WITH ESP8266 ‘

‘ Node 3: DHT 11 WITH ESP32

Node 4: DHT 11 WITH ESP32

—
BLOCK —

Figure 7. nLoS Partially-mesh with node 1 in off mode with blockage for scenario 4

Results:

The study here was carry out by a working
prototype where the results obtained was tested for
each input to ensure that it matched the intended
output. Explicitly, it was using the serial port
controller to get the outputs of each node in the
mesh network. The serial port display used in this
project was Arduino IDE. Each serial monitor

@ comz

window had a different COM port address but the
baud rate used by all the nodes was same i.e.,
115200 bps. The serial monitor window would
display the sensor reading at each node. Also, the
timestamp features in the Arduino IDE serial
monitor would tell us when the PC receives strings
from Arduino Serial. The results are display as
below:

13:34:34.525 —> New Connection, nodeld = 540953200
13:34:34.525 —-> Changed connections

13:34:35.104 —-> Changed connections

13:34:35.104 —-> New Connection, nodeld = 38B18269S57

13:34:35.104 —-> Adjusted time 77380%020. Offset = 761369121
13:34:35.339 —-> Adjusted time 774063027. Offset = 10902
13:34:35.572 —-> Adjusted time 774263755. Offset = —-115%8

12:-24:25_761 —-> Adjusted time 774477627. oOffset = 2187

12:-24:37_.294 —-> Received from 38182659557 msg={"node":4, "temp":32_.50000152587890&, "hum":63_2555599237060547}
12:34:37_.294 -> Node: 4

13:24:27.2%4 —-> Temperature: 32.50 C

123:24:37.294 —-> Humidity: &3.30 %

13:-24:28.498 -> Received from 540553200 msg={"node":=2, "temp™:21.399955618530273, "hum" : 69.659556948242188}
13:34:38.498 —-> Node: 2

13:24:38.45%8 —>» Temperature: 31.40 C

13:34:38.498 —> Humidity: €%.70 %

123:-24:28.723 —-> dhcps: send nak>>udp sendto result O

13:34:38.946 —> Received from 3187118473 msg={"node":3, "temp":30.600000381469727, "hum":70}

13:24:328.946 —> Node: 3

13:-34:38.946 —> Temperature: 30.60 C

13:34:38.946 —> Humidity: 70.00 %

13:34:39.526 —> dhcps: send nak>>udp sendto result 0O

13:34:42.204 —> Received from 3818265957 meg={"node":4,"temp":32.900001525878906, "hum": 63.400001525878906]

Figure 8. Readings from Node 1
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@ coms

13:36:15.5937 —> Node: 4
13:36:15.937 —>» Temperaturse: 1.00 C
13:36:15.937 —> Humidity: 1.00 %

13:36:20.511 -> Node: 3
13:36:20.511 -> Temperature: 30.60 C
13:36:20.558 -> Humidity: 70.00 %

13:36:20.558 —> Node: 1
13:36:20.558 -> Temperature: 30.00 C
13:36:20.553 —> Humidity: 72.00 %

13:36:20.511 -> Received from 3187118473 mag={"node":3, "temp™:30.60000035814659727, "hum™:70}

13:36:20.558 -> Beceived from 632271221 msg={"node":1, "temp™:30, "hum™:72]

13:36:20.786 —> Received from 3818269557 mag={"node":4,"temp™:32.90000152557890&, "hum™:63.299999237060547}

Figure 9. Readings from Node 2

@ com3

13:37:10.542 -> Node: 2
13:37:10.542 —-> Temperature: 31.70 C
13:37:10.542 —> Humidity: 68.70 %

13:37:11.818 —> Node: 4
13:37:11.818 -> Temperature: 32.5%0 C
13:37:11.818 —> Humidity: 63.40 %

13:37:15.442 -> Node: 1
13:37:15.442 —> Temperature: 320.00 C
13:37:15.442 —> Humidity: 72.00 %

13:37:10.542 —> Received from 540953200 msg={"nodes":

13:37:15.393 —> Received from 682271221 msg={"node":

13:37:15.491 —-> Received from 540953200 msg={"nodes":

2,"temp":31.700000762535453, "hum" - 68.695596548242188}

13:37:11.818 -> Received from 3818269957 msg={"node":4, "temp":32.900001525878906, "hum": 63.400001525878506}

1,"temp”:30, "hum":72}

2,"temp”:31.700000762535453, "hum" : 68.699596948242188}

Figure 10. Readings from Node 3

@ com3

13:36:34.1585 —-> Temperature: 31.70 C
13:36:34.232 —-> Humidity: €5.90 %

13:36:39.082 -> Hode:z 1
13:36:39.129 -> Temperature: 30.00 C
13:36:39.129% —-> Humidity: 72.00 %

13:36:39.129 -> Hode: 3
13:36:39.129 —-> Temperature: 30.60 C
13:36:39.129% —-> Humidity: 70.00 %

13:36:39.223 -> Hode: 2
13:36:39.223 —-»> Temperature: 31.70 C
13:36:39.223 -> Humidity: €5.80 %

13:36:39.082 —-> Beceived from 632271221 msg={"node™:1, "temp™:30, "hum™:=72]

13:36:39.129 —> Received from 3187118473 msg={"node™:3, "temp™:30.600000351469727, "hum™:70}

13:36:39.176 —> Received from 540853200 msg={"node™:2, "temp™:31.700000762539453, "hun™:65.800003051757&812]

13:36:44.098 —-> Beceived from 632271221 msg={"node™:1, "temp™:30, "hum™:=72]

Figure 11. Readings from Node 4

Figure 8 until 11 depicts that mesh network
topology successfully formed from Node 1 until
Node 4 using LoS concept by knowing the MAC
address of other boards to authenticate the
transmitting the sensor data in the multi-hop
fashion. The data is transmitted sequentially and the
other boards would get the acknowledgement
whether the sensor data is delivered or not. Figure
12 illustrates the delay distribution from the
wireless mesh network for 100 readings under the
mention condition and scenarios at the proposed
work section. All scenarios show positively skewed

distribution. Both the LoS and nLoS conditions
show almost similar delay distribution with median
of ~2ms but with clear outliers outside the whiskers
up to 9ms for nLoS. In third scenario, one of the
nodes is turn off and the delay distribution show
almost similar interquartile range with the two
scenarios before. In last scenario, beside the Node 1
is turn-off but with some obstacle in between to
make it like nLoS condition. The delay clearly
shows long whiskers on positively skewed with
larger interquartile range than before. It has median
of 3ms with some outliers on 9ms. These indicate
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that the delay dispersed and scattered more widely
when in nLoS condition with one node turn off.
This shows that the mesh network topology can

automatically make connections between each node
and heal itself in the event of a disabled path.

ot -+ +
a8 r -+ —_r
i
7t i
1
= 6| i
£ i
1
g5 T B :
@D 1 1 I
= 4 1 1 —_— L
1 1 I
1 1 ]
3 - 1 1 L
2 L
1 T
i i
0 RN R R
LoS NLoS LoS_MNodel1_Off NLoS_MNode1__Off

Figure 12. Delay distribution

From the mean formula in (1), the average
time for LoS, nLoS, line-of-sight with node 1 in off
mode (LoS_Nodel_Off), and non-line-of-sight with

node 1 in off mode (nLoS Nodel Off) were
measured and calculated as shown in Table 2.

Table 2. Average delay time for LoS (Full-mesh), nLoS (Full-mesh), LoS_Nodel Off (partial-mesh) &
nLoS Nodel Off (partial-mesh)

Node Average Delay Time (ms)
LoS nLoS LoS_Nodel_Off nLoS_Nodel_ Off
1 1.74 2.17 Disconnected Disconnected
2 1.89 2.54 2.12 2.61
3 1.90 2.44 1.99 2.49
4 1.76 2.58 1.83 2.65
Average 1.82 243 1.98 2.58

According to the findings, the average delay
time required in LoS is about 1.82ms, nLoS is
2.43ms, LoS Nodel Off is 1.98ms and
nLoS Nodel Off is 2.58ms. It can be proved here
that the mesh network can be formed more quickly
in LoS condition either all nodes functioning and
communicating to each other or when one node is
off since it has shorter delay time when compared to
nLoS condition. One of the reason is where the full-
mesh topology in 10T sensor network can provides
full redundancy and better performance with lowest
value of time delay (1.82ms) which are without
network facing blockage condition or any failure
node occur. Under the same LoS condition, it can
be observed for the partial-mesh connection the
delay time would be higher due to lower hop count
(2 hops) than the full-mesh topology (3 hops).
Despite the higher delay time, the proposed work

here predicted would be useful when compared to
the non-mesh connection which is point-to-point
(p2p) communication. It would cause the loss of
data collection for remote monitoring to occur by
using p2p topology if any 1 node fail to operate.

Conclusion:

In this work, the mesh network of 10T sensor
devices established without using the router or
internet in between has better performance in both
defined scenarios (connection of Full-mesh and
partial-mesh) under LoS condition when compared
to nLoS condition since a full open path without
blockage is available for any node to transmit and
receive data from other. Besides that, the nodes in
mesh topology always find the best possible path
to reroute data in case of failure which made it
reliable in data handling and collection. As for the
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future work, the work here will be integrated for
further development in the soilless hydroponic
system. It is because by combining agriculture with
the mesh technology will allow and qualify a wide
variety of new applications for highly efficient
workflows in consumer and industrial technologies.
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