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Abstract

In this paper, The notion of. Threshold relations by using resemblance relation
are introduced. To get a similarity relation from a resemblance relation R, we must

A

build the transitive closure R of the relation R..

Introduction

A fuzzy set p on a universe X is
a mapping from X to the unit interval
[0,1], with the value p(x) of pinx of X
the degree of membership of x in p.
i(x) = 1 means full membership, u(x)
=0 means non—-membership, and all
values p (x) in (0,1) denote partial
membership.[1]
In order to analyze a fuzzy set p in X
at a particular membership degree
a €[0,1} «we can“ cut” the fuzzy set
at the degree, and consider only the set
of elements x of X that have a
membership degree u(x) of at least.

o The crisp set constructed in this way
is called the & —cut of the fuzzy set p

and denoted as. 11, Just as a fuzzy
set extends a classical or crisp set, a
fuzzy relation then extends the concept
of a crisp relation from X'to Y.

The productX xX is defined by the

membership function.

Hx xx(%,y)= p(x) A p(y)and a
fuzzy relation R on X is a subset Of
XoX1,e. e (%, )< y, 4 (x,3) VX, y€ X .
In this paper, we introduce a unifying
point of view based on the theory of
fuzzy sets [2] and, more particularly,
fuzzy relations. We will then discover
some new and very interesting
properties.
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We introduce and study threshold
relation by using resemblance relation.
We illustrate other programs, by using
some results.

Similarity Relation

The notion of “similarity” as
defined in this paper is essentially a
generalization of the notion of
equivalence. The notion of a distance,
d(x, y), between objects x and y has
long been used in many contexts as a
measure of similarity or dissimilarity
between elements of a set.

Definition 1 [3],[4].]5]

A similarity relation R, is a
fuzzy relation in X that is reflexive,
Symmetric, and Transitive. Thus let x;,
xj be clements of X, and let

MR (xi,xj) denoted the grade-
membership of the order pair (x;, x;} in
R. Then R is a similarity relation in X if
andonlyif Vi y,z € X

Lup (x,x)=1 (reflexive)
2.UR (x.¥)= UR (), x)
( symmetric )

JUR(x,z)2 V (( Up
yeX |

(YN HR (3. 2)) (transitive )
Now, we introduce
following definition

the
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Definition 2 [4]
Let up(x,y)be a

relation. Then u}(x,y) is called the
n-purlieus relation, defined as

He(x,y) =

resemblance

vV
X, X, X3 Xy 1 EX

[ (3,3 A i (3),%,) A
Hp(XpsX5) A oo A pip(X, 1, Y]
for n-2,34
...since 1, (X, ) = pp (%, ).

Clearly we have

0< p,(x, ) < ptp(x,¥) <.
S y) SR () <. <1

since
n+l

ﬂR (x:y): v

X,%p 0 ¥, €X
[pp(x,x ) A g (x,X,) A

A#R(xn—lﬂxn)/\ﬂﬂ(xnﬂy)]

2x,,xz,‘.\,/xﬂ_lﬂL“R(xs"l)/\JUR(xl,xz)
Ao A U (X,_1s V)N p (0 )]

= e (6 XA M (%) A
A (X, 1, Y)A]]

= (%, y)-

Clearly, the n-purlieus relation defined
as:

FROs ) =Y o [H0630) A g (0.,

AN ()]
Where

A A

X X=(x1,%0,5ccsXp_1)€EX

is the (n-1)-fold Cartesian product of
X with itself where x, y €X) implies
that forallx,y e Xandalln=2 7.

0< puR(x, )< pf(x, )51
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Consequently

Lim g (x, y) = Fg(%, )

exists by the monotone convergence
principle, namely, for every €>0
there is an integer N such that:

UR (x, )~ Hg (x, )| <€ forn> N.

Since the sequence is non-decreasing
and is bounded from above and below
we can conclude that the limit exists.

Now we introduce the following
definition which we help to define
threshold relation.

Definition 3

Let x and y be two elements of X, and
Let uB(x,y)be the n-purlieus
relation as defined above. Then we
define the propinquity Z(x,y) in
[0,1] such that

Hg(%, ) = Lim p (x, y) or

7i(%y) =Lim 3 (x,7)

Definition 4
Letx, yeX. Then x and y are said to
have

a threshold relation xRy y if and only
if Hp(x,¥)2T .It is easy to show
that Vx,y,ze X

we have

Hy(x,2) 2 [ (X, YY) A e (1, 2)

Now we introduce the following

theorems about threshold relation
property
Theorem 1

The threshold relation is a similarity
relation in X,

Proof
i[0,11 xRyx VT e-
since I=pp(x,x)Sugp(xx)<1 VxeX

ii xRy if and only if yRpx-
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since

Lim pg (%, ) = fp (%, ) = H (¥, %)

= Lim p1z(y,x)

iiixRry AyRtz—o>xRpz-
Since Iy (x,2) 2 Hp (%, ¥) A g (¥, 2)
Clearly we can associate with every
relation an appropriate matrix  to
represent the relation, and hence we

can classify the set using the partition
induced by the threshold relation .

The fuzzy matrix approach is a
pictorial representation of a graph
theoretic  principle involving the
selection of a threshold distance. Once
the threshold distance dp is selected,
two elements are said to be in the same
set if the distance between them is less
than do.

Suppose that we pick a threshold value
dy and say that o is similar to f8

itR(at, B) > d

R = 1 ifR(ai,ﬁj)>d0 ij=1.2,.n
Y7o otherwise

This matrix defines a similarity graph
in which nodes correspond to points
and an edge joins node i and node j if

and only if R;; =1.
It is clear that if Ry is a threshold
relation induced by g (x,y)and Ry
is a threshold relation induced by
HR(x,y) and

HR(x,y) < pp(x,y) for
x,yeX .

Then Ry refines Ry.

It is our assumption that if x # y then
ONfgp(x,y)e and  thus  the
function 7 (x,y)=1-tp(x,y)

acts as a distance function. This is
obvious, sitice

all
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Lx(x,¥)>0 forx=y
and 77, (x,x)=0
e (x,y) = (¥, %)
L1, (%,2) ST (%, 1) + T (1, 2)
as
Hp(%,2) 2 @y (5, V) A Hp(y,2) 2

Hp(x, )+ pp(y,2)—1

We shall assume for simplicity of the
analysis that we deal with only a finite
number of sets, and hence we shall
consider our threshold relation on
finite sets only.

Theorem 2
Letx;, x7,x3, ..
a finite number .

Ry =U(Rr) =(Rp)"™\. Then
J
xRIy iff g(x,y)2T and

U(RY = sup(R;)’ = adj(R;)

.., Xy € X where nis

Proof

i- clearly U(R;)J refines Ry since
J
i .
U(R7)Y =sup(Rr)’ andif
J J
.
X{U(R7)’ 1y then
J
3 x1, %2, %3, .... , Xn] €X .such that
Hp(, %) 2T, pg(x, x,)2T
seeeees (X, ) 2T
and hence
p’; (X, ¥) 2 pp(x, x) A
Hp (%) A App(x, 1, ) 2T
which implies that
Hr(%.Y) 2 pip(x, ) 2T

and thus x Rty
it- Assume x Ry y then
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He(x, ) = 3 (%, ) Proof
Ry =U(RyY =(R:)"" by above
g
= ,Ex[ (e (X3 ) A pig (X, %) theorem
o Now, if

Aven ApR(x, 5, 0)]2T
Therefore I x; , X2 ,X%3 , «oo 2 Xn2
€ .X . such that

Upstp(x,x)2T (x,x2) 27T, ...

JUR(xn—Zsy) Bl

and thus we have

X, Ry ¥
—> X (R*T)n—ly exists
— URT)’ 1y exists
J
fii-Let -Ry [P,]. The if entry of

H
(Rp)? is T Py Py and this term
k=1

has a grade membership of
VIPi A Py]

If there is a direct path between
vertices i and j or there is a path from i
to j through one intermediate vertex.

. :
Extending this argument to(Ry )’ it is
clear that no path requires more then n-
2 intermediate vertices, since there are

only n vertices and internal loops are
excluded. Hence the # entry of

(R;)n_1 has a grade membership of

v {ij termsof (RT)™}.
subterm
If and only ifi and j are connected,

namely (Rr)"™ =U(Rr) .
J

Corollary 3
R.=URYif and only if
J

(R =R, .

Ry =URpY = R =URsY =(Rp)™
J
=n-1=12n=2=URr) = R = Ry)® =Ry
!

Conversely if
Ry’ =R, = URY =R
4

Now we introduce the folowing
examples which clear above
definitions and theorems :

Example 1
Let X={ x1,x2,x3, X4 }and pr( i, X; )
i,)=1,23,4
be as follows
X X2 X3 X4
Xif1 0 0503
. X210 1 0906

X310.509 1 0.7

X4103 0.6 0.7 1

Then
X X2 X3 X4
x7i1 05050
. x2 0.5 1 0.9 0. 2 ot
E-IR;')} T x310509 1 0. =&y =)
Xg1050707 1
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and we have the partitions

Rr-; = {[al, [x21 ; [x3] , [xal}
Rp7<r<os = {Ix1], [x2, x3] , [x4] }
Ros<r<o7 = { [x2, X3, x4] , [x1] }
Roer<os = { [ x1, X2, X3, x4] }

Example 2

X X2 X3 X4 X5

x; |1 08 0 01 02]
x, [08 1 04 0 09
Ri= |0 04 1 0 0

01 0 0 1 05

x, 02 09 0 05 1]

X1 X2 X Xy X5

X;{1 08040508

x2 |08 1 0405009
URY = x3 (0.4 04 1 04 04=(R)
! x, 1050504 1 05 -
x5 108090405 1

Thus we have the partitions

Rror = {[x1], [x2] , [x3] 5 [xal . (5] }
Ri>7s 08 ={[xi], [x2. 5], [xs]. [x4] }
Ros »1> 05 = { [x1, %2, x5] ,[x3] , [xa] }
Roszr> 04 = { [x1, X2, X4, X5, [x3] }
Ros>r »0= {[x1, %2 X3, X4, X5 }
Now, we introduce the following

definitions and theorems which

represent some application about

threshold relation .

Definition 5
A vertex x is said to be _E—reachable
form another vertex y, for some 0 <€< 1

if and only if + i{x,y)2€
y1 #U(RT)J ( y)
J
The reachability matrix of R; denoted

. U(RT )’ The € -reachability matrix
J
of

=
R; denoted by [U(R;-)J J is
J
obtained
from (R;) such that
7

(o)
(U(RT Y |
4 /
€ *_ i .
IJU(-RT)J (xay)
J
Definition 6
A relation Ry is called
strongly € —connected if and only if
every pair of nodes are mutually

e (x,y)=1 if and only if

€ -reachable. Ry is said to be initial
€ —connected if and only if there exists

*
x € X such that every node y in Rp
is € -reachable from x.

A maximal strongly € -connected sub

relation (MS-€CS) of R;* is a
strongly € -connected sub graph not
property contained in amy other
Ms-€ CS. It is easily seen that strongly
€ -connectedness implies initial € -

connectedness .
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Also, the following result is straight for
ward.

Theorem 4

*
A fuzzy relation R is strongly € -
connected if and only if there exists a
node x such that for any other node y in

URT) (x,y)2e « Rr.

J
Example 3
Let Ry given in Figure (1.a)and
08
(U
g
is given in Figure (1.b)
Xp X2 X3 Xy4
x[1 0 05 03
. x| 0 1 09 06
R, = .
X305 09 1 0.7
X403 06 0.7 1
X7 X2 X3 X
xg 1 05 05 05
e 05 1 09 07
URy = *
.. %405 09 1 07
xl05 07 07 1
(Figure L.a)
X1 X2 X3 Xy
X1y 0 0 0
Nes X2lp 11 0
RY | =
[LJK ’)) X300 1 1 ¢
x40 0 0 1]
Figure (1. b)
We seethat the MS.8-CS’S of

*
Ry contain the following nodes sets

{x1},{x2, x3}.{x4}, respectively.

The previous result is now applied to
clustering analysis we assume that a
daia is given, where X is a set of data

and ( R; x, J) is a quantitive measure

of the similarity of the two data items
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X and y. For 0<1 .€< an € -cluster in
X is a maximal subset ¥ of X such
that each pair of elements in ¥
is€ —cluster of X is tantamount of

finding all maximal stronglye -

*
connected sub relation of Ry

Example 4
Let X1 X3 X3 Xy
X171 0 05 03
X210 1 09 06
t_ - * * 2=
&= x3105 00 1 07®7
X4103 06 07 1
X X2 X3 Xy
X1 050505
o Xp05 1 09 0.7 5 ()
e T X305 0.9 1 0.7_R’ = (%)
X105 07 07 1
Let X7 X2 X3 Xy4

Xl 1 0.50.50.5

X210.5 1 0.90.7

§=> (KY=

L L3 & 2
3l0509 1 07 T VE)

X5|0.50.70.7 1

clear that S is reflexive and symmetric
and transitive since (S = S ,

V= {x1,%2,%3,%4}
F.={kcV{(vxeV)[xeckK
« (Vy e k)(pg(x,¥)20.8)]}

={{x1},{x2,x3},{x4}]
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Then, each element in Fég is an
€ -cluster we may also define an

€ -cluster in X as a maximal subset ¥
of X such that every element of Y is
€ -reachable from a special element y
in Y. In this case, the construction of
€ -clusters is equivalent to finding all

maximal initial € -connected.
*
Another application is the use of Ry «

U(R; )j to model information net
A
works.[6], [7].
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