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I. Abstract

This paper presents a novel method for solving nonlinear optimal control
problems of regulator type via its equivalent two point’s boundary value problems
using the non-classical variational approach. A new procedure for solving some type of
optimal control problems has been discussed and developed. The effectiveness of this
method has been demonstrated by solving some optimal control problem taken from

literates. .

2. Introduction

[mportant classes of
optimization problems, namely optimal
control problems exist for which the
equality  constraints are ordinary
differential equations. Since the solution
of optimal control problems involves so
many theoretical and practical features,
here a  non-classical  variational
approach to solve such type of problems
has been considered. Consider the
following optimal control problem:

Forn 2 1, let x" denote the set
of mappings x from [ t,, t¢] to R" so that
X is continuous and has a continuous
derivative except for possibly many
points and

Min J(u) = %xr(tf)Sx(tf) +

U

21 [ wewx]- ()
lo

[uT (z)R(z)u(t)]dt

Subject to

x = 4O + BOWD, telots] (2)

Wt J=x, €R® e (3)

For arbitrary positive definite
symmetric matrix S, now,
by using the known result of control
theory {7], one can show that the
original problem (1)~(3) is equivalent to
problem of finding a vector valued
functions A{t) and x(tf) where the

Hamiltonian function ts defined as:

= 2T 000+ T OROUO +

4
AT (4 + AT () B

i—H =0 = )= R'l(r)BT(r)&(f) ........ (5)

o

—=-A HDx(+ A (DAMH=—-4

= ABURO A QD=4
%% = x = x = AOR) + BOR) (7)
¥l =8y 0000 e (8)
Mt ) =Sx(t,) L))

From (4)-(9). the following
two points boundary value problem

which is equivalent to the original
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optimal controi problem (1)-(3) has
been obtained.

= AN -BORTB T A .. (10)

= -Q(Ux(t) = AT (DAL (1)

x(ty)=%x, (12)
Mt )=Sx(t;)) (13)
Now, Let

z=(x,A)"

Then from (10)-(14), we have that:

z=M®z(t) ... (15)
AWy - B(OR ()8 (0
M) = .
“ {—Q(!) R0 Vo)
where  (13)-(14) are satisfied.

Because of suitability of problem (13)-
(16) in solving the optimal control
problem via the proposed method, the
aim of this paper is to solve problem
(13)-(16) using the present method and
to solve the original problem (1)-(3).

3. Non-Classical Variational
Approach:

The non-classical variational
approach is an effective one for solving
general nitial-boundary value
problems, where the governing operator
is not symmetric relative to the usual
classical bilinear form. The
effectiveness of this approach is
demonstrated by solving number of
mathematical ~ problems  including
ordinary differential system, partial
differential system, integral and integro-
differential equations, moving boundary
value problems (Stefan problems)
where the governing operator is of
parabolic partial deferential one, one
dimensional phase change moving
partial deferential problem with non
uniform initial temperature, and some
conirol problems. For details, one can
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see our previous work in [1], {4], [3]
and [5].

In this paper, a new strategy
which is different from [5] has been
developed and adapted to solve the
optimal control problems. The optimal
control problem here first is converted
mto to two point’s boundary value
problem and then the solution to last
equivalent one using the non-classical
variational approach will effectively
obtained, A brief description of this
approach is discussed as follows:

4.1 A Brief Description of Non-
Classical Variational Approach
Consider the linear equation

Lw=f

Where w denotes scalar or vector
valued function and L denotes a linear
operator with domain D(L) contained in
a linear space U and range R(L) in a

second linear space V. The basic
theore:m  of  classical  variational
formulation reads as follows:
THEQOREM

If the given linear operator L is
symmetric with respect to a certain

bilinear form <W [s WH > , then the

solution of (17) are critical points of
the functional

F[W] = %(Lw, w)—(f,w)

Moreover, if the chosen bilinear
form <Wl . W2> is a non degenerate on

D(L) and R(L), it is also true that the
critical points of the functional F{w] are
solutions of the given equation (17). {5]

Remarks 1:

1. The bilinear form (W, W, is

called non degenerate on V and U if
the following two conditions are
satisfied:
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VﬁeU,<ﬁ,v>=O:>v=O

V\_/eV,/\u,\_/>=O:>u=0

Many examples of non degenerate
bilinear form can be found in [1].

2. In fact that, if w is a critical point of
flw] defined in (18), then for every
ow e D(L), it follows that

8F[w] = (Lw —f,8w) =0 and by
the no degenerate conditions implies

that, Lw—{ =0, for proof and
applications see [1].

3. It is always possible to find a bilinear
form that makes a linear operator
(17) symmetric to suitable bilinear
form which is not necessary the
classical bilinear form, and from here
the first theoretical hint to non-

classical vraitional approach was
started [6].

4,2 Non-
Formulation:

classical  Variational

In ordered to find a non classical
variational formulation corresponding
to (17), one can do as follows:

Stepl: Choose an arbitrary symmetric,
non degenerate bilinear form (W l,wz)
defined on U where U may stands for
the space of admissible functions
corresponding to the given problem
(17).

Step 2: Construct a new bilinear form
(W],W2>x(w],LW2) defined for every

pair of elements w,eIXL) and

W, € V. This definition renders the

given linear operator L. of problem (17)

to be symmetric with respect to the new
bilinear form <W],W2> whatever the
chosen  symmetric  bilinear  form

(Wl,wz) may be, see [1] and [6].
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Step3: Using the main theorem of
classical variational formulation and the
non-classical bilinear form and from
above, define the following functional:

F[w]=é—<Lw,w)-—(f,w>

= %(LW,LW)— (f,Lw)

Step_4: Find the critical points of the
functional defined in step 3 in direct or
indirect way in ordered to get the
solution to original problem provided
that the non degencrate conditions are
satisfied on the chosen bilinear form

(W), w,).
Remarks 2:

I. The difficulties for solving the initial
boundary value problem (13)-(16)
and hence the original one (1)-(3)
have lead in the present work to
search for variational problem
equivalent to (13)-(16) in the sense
that the solution of the {13)-(16) is a
critical  point  of the suitable
functional.

2. The operator L of probiem (13)-(16)
is not symmetric with respect to the
classical bilinear form, and hence the
motivation of step 2 of section 4.2 is
recommended by using the non
classical variational formulation. .

5. Numerical Procedure For Solving

Problem (1)-(3)

1. Consider the optimal control
problem defined by (1)-(3).

2. Find the equivalent two point
boundary value problem to (1)-(3) by
using principal of optimality and
Hamiltonian equation using (4)-(10)

and from them we have
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dx

a [A
dA —

dt

i

~B"RBT ' x
AT A

Subject to the initial and
boundary conditions

x(t,) =%, M1 )=Sx(t;) ..20)

3. Define the following linear
differential operator of (19)
4.

@i (4 -BRBY.

b d_} [—Q PR B RO (21)
dt

Then rewrite problem (19)-(20)
into the following operator form

Lw=f |,

Where w :(X,}L)T ;
f=0,x(t,)=x,,
AU ) =Sx(t;)

4. Let a suitable symmetric classical
bilinear form be defined by

5. Define a new (non classical) bilinear
form using (22) as follows:

<W1:W2>:(W1:LW2)

b +i(23)
= J‘wl(t)sz(t)dt
lu

Where L is the linear differential
defined in (21).

6. As in section 4.1 and 4.2,
following functional is defined

the

Flw]= -*;"<LW,W> ~(f,w)
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= %(Lw,Lw)-— (f,Lw) ... (22)
1"
:Ej@wLw—fLwht
10
Lf {E—Ax—(ﬁ%r + l
Ll g (28

2 di A2 4
o {—+Qx+AT}.%
dr |

J

xeR" AeR"xR" Be R"xR" . C =
~BTRBT Jepr”

7. The main problem is then leads to
find the cntical points of the
functional (24) and hence the
solution to (21) and (1)-(3) see stepd,
section 4.2.

8. To get direct solution to the
variational  problem  (24), the
unknown functions x(t), A(t) can be

combination of
of admissible

written as a linear
complete sequence
functions as:

NJ . &
Xy =2 a:G 1) di=12..n
=

M,
A (D)= biHN(1) ;k=12,...m
s=1

N;i and M; are suitable selection
numbers depending on the nature of
basis and problem. The admissibility
Gi(t) and

of basis functions

H;‘ (t) are adjusted by satisfying

them to the initial and boundary
conditions. Then  substitute the
expression  (25) back into the
functional (24); then the critical points
of the functional (24) can be found by
equating the derivative of this
functional with respect to unknown
variables and as follows:
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[1 1 1 non
al,az,...,aNI ,...,a} ,az,...,

n 1,1 l m . m m
aNn’bl’bZ’”"le ,...,b] ) ,...,me

.......................................... (26)
With respect to the unknown
coefficients a} and bl; to get the

following linear system of (n x m)
algebraic equations:

oF _, OF_
day &by

For 1=12,..n; k=1,2,....m ;
Pl 4 s=1,...,My .Then, the

solution w(t)=(x(t),A(t)) can be
found by using (21) and (25) and then

the optimal control can be calculated
using (4).

INustration

Consider the following optimal
control problem

2 ™
Minimizef[u]=% [6(t)dt ....om
0

Subject to
0(t) = u(t)
8(0)=1, 6(2)=0 ... (28)
8(0)=1, 6(2)=0

Now, let  x,(t)=6(t)
andX,(t) =6(t), then (28) is

converted to the following optimal

control problem

Min f[u]:%zju(t)zdt
0

Subject to
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Xi(t) =x,(t) , x2(t) =u(t)
x,(0) =10, x,(2)=0.0
,0=10 , %,(2)=00
........................................... (30)

Adjoin the Lagrange multipliers to
have

2112(r)+

l -
Min Flu|=— A u() - xn |dt
in [M] 2£/L[(()|:x2(!)——x;}+ 2( {u( xz}

Define the Hamiltonian function of

section 1: [7]

Hitx ,x ,u, A, A )=

w (N+ A [x [+ 4 fu)]
The necessary conditions for

optimality using (30)-(32) are found
by:

cH

—=0=u{t)=-A, (1) ......... 33
au u(t) 5 (1) (33)
a—H:).ﬁ :}X]:Xq ............ (34)
A, )

gk_Hzm Sxr=u(t) o (35)
a_H:_x] S h=0 (36)
X,

&;:_12 = A, =4, (1) ...(37)

AQ)=Sx(2)=0. A(2)=0 .....(38)

Then from (32)-(38) and (30) we
have that:

dx, (t
Xc;t( Dok (t) (39)
dx, (t)
e o ARy 40
z , (1) (40)
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m =0 I a8
dt
dh, (1) |
==A A1 0 e 42
m (1) (42)
x,(0)=1,x%,(2)=0;
X, {0)=1, x,(2)=0; ...,.(43)

A(2)=0, A,(2)=0;

The next step is then to solve
the two points boundary value problem
(39)-(43) by using the non-classical
variational approach which having the
following assumptions

1. Set
(W], wz): ]‘Wl(t}wzﬂ)dt
0

2.Define
1 .
Flw]= = {Lw. w) - <.f W) =

% (Lw.Lw)=(f.Lw)

! EI"'I' - X3

{ ;
ds x|
== A
L= it W= *2 =]
- dA) A
4] ,{2
| {1"111 il
L d J

3. From step 2 above, we have the
following functional

that

terminal

basis functions

the

conditions be assumed as follows:

satisfying initial  and
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I[{ﬂl =} "{}..Sl“l‘fn'][fz —2:]1- az[IB _..41]

£2(1)=1-0.50+ a:,[.'z g 2.-]

A () =B
Aa(t)= b3 + b3t

1. Using (44) and (45) and (26) of step
6, the following linear algebraic
system have been obtained:

Bl il
Einrj &ﬂz ‘(.Jﬂ]a‘ ----- {4ﬁ}
0.2 o OF o OF o

aby by by

And thus from (46) and (44)
as well as (45), we have obtained
that:

(2666 8000 0.000 000 000 000]a ] [-06666
8000 2560 -053 000 000 000|a| |-20000
0000 -053 3733 000 000 133|a| | 13333
0.000 0000 0000 200 000 200| b | | 0.0000
0.000 0.000 0000 000 200 200)& | | 1.0000
[0.000 0000 1330 200 200 4.00] 4 | | 10000

2. On solving the above (6 x 6) system

of algebraic equations we have that

a; ==1.750118, a; = 0.5000000, a5 = 1.5005500
b =3.0001390, by, =3.5001390, by = -3.000139

To get an approximate solution
to the two point boundary value
problem (39)-(43), we have used the
result of (47) in (45). And hence using
(33)-(38) and (4) to get the original
solution in term of control function
u(x) and xi(t) and xa(t). The
comparison between the exact solution
where available in the literature and
the approximate one obtaining by
present method have been shown in the
following  Table(1), where the
approximate  sates and  control
functions using the non classical
variational approach are representing

by
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B o T iy
A =0) xpU)=00) ond u (GuBE Aedyy pope n Fhooo 1903 Nonclassical

- x! (1), x5(t) and u*(1)
are standing for the corresponding

exact solution taken from literature.

The objective function F[u] =3.25
r
where R=1, B = [0,1_ :
: ()| 20| w0 | x| ow() | win
o [ECT] 1 c 10000 | § 000 15000 | <34
Ol | 1083 | 1087 | O6Gdd | D868 | 32001 | 31
B2 | 1134 | 1134 | 03990 | 0360 | -29001 | .29
03 [ i3 | 1136 | 00849 | o084 | 2600l | 26 |
0d [WEr] L54 <0 1600 | 06 25008 | 23
G5 | 1135 | vizs | 039G 037 | 20087] 20
06 | 1078 | LOTE | 05600 036 1700 | 1.7
[ Land [IGIE] A an 19000 | <14
08 | 0936 | 096 | -0B400| 084 | -11000] -10
0% | 0847 | 0846 | -938 | -935 | -80000 | -79
10 | 7500 | 7500 | <1000 | -i00 | -50000] <50
LI | &l BI50 | -1035 | <109 | - 19990 | 19
HE-] 10 JSaan =1 0 100 006 T 100
1.3 Al 0440 100 100 ADHMI | 400
14 | 3936 | 3430 | -%80 | -960 | . 70008 | .80
'8 [ 2500 | 500 | -#3% | -89 | 1oomen| 160
16 | 16BN | 680 | -7600 | .760 | 1.J0008| 130
1.7 | 0e0s | 0%80 | -&1% | 614 160000 | 1 o0
18 | 40 T T T ECIRED
195 | 0120 | om0 | -238 BT 130012 170
10 Joo0 | 000 oo Y] 230013 2350
Table (1): The comparison
between exact & present
approximate solution.
Conclusion:
The effectiveness of present

approach is shown to be very good even
for a very small number of selected
basis functions. Hence the present
approach is recommended to solve some
optimal control problems.
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