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Abstract:

Watermarking operation can be defined as a process of embedding special wanted and reversible
information in important secure files to protect the ownership or information of the wanted cover file based on
the proposed singular value decomposition (SVD) watermark. The proposed method for digital watermark has
very huge domain for constructing final number and this mean protecting watermark from conflict. The cover
file is the important image need to be protected. A hidden watermark is a unique number extracted from the
cover file by performing proposed related and successive operations, starting by dividing the original image
into four various parts with unequal size. Each part of these four treated as a separate matrix and applying SVD
on it, the diagonal matrix is selected to determine its norm. The four norms will be processed to produce one
unique number used as a watermark and this number can be developed in future by exploiting some other
features in constructing watermark number other than SVD process to construct two watermark numbers, each
one of them owned special methodology, for avoiding some challenges and changings in the transformation

process.

Keywords: Cover, Norm, Ownership, Singular value decomposition, Watermark.

Introduction:

Watermarking is an operation for hiding
special and wanted information in a carrier to protect
the ownership of the carrier file, watermarks
information in the image is hidden in more
significant and important regions of the image and
must be not lost by some simple processes like
compression . The main purpose of the watermarking
process is to prevent illegal claiming of having a
product. In other words, the main goal of the
watermarking process is to hide a message (W) in
some image, audio, or video (cover) data file (I), to
obtain a new data file (I') as illustrated in Fig. 1.
Virtually watermarked image indistinguishable from
(), in such a way that the third person cannot remove
or replace (W) in (I'), this means that the purpose of
this operation is to hide a suitable message in such a
way to perform one-to-many communications 2.
Watermarking methods need to be very robust
against the attempts of removing or modifying the
hidden information?.

Some famous applications of this technique
are to provide a guide to the ownership of the

protected digital media by hiding a proving about
copyright statements into audio, video, or image
digital products. Digital watermarking may be used
for many applications like

» Automatic tracking of copy-write material

on the web.

»  Fingerprinting applications.

»  Copyright protection.

» Secret communication.

» Authentication.

« Robust information Hiding 3.

Watermarking emerged as a leading process to
solve some important problems (like the above). All
types of information can be used in watermarking
techniques such as images, text, audio, video, 3D
models, ...essentially, the inputs to the watermark
project are the designed watermark, the cover file
media, and a secret key (or keys) to perform
watermark process, while the output is watermarked
information. Fig. 1 shows the basic scheme for
watermark technique *.
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Figure 1. The system of watermark

The requirements of watermarking technique are
e Security: this requirement differs slightly
depending on the application. The security
of watermarking technique means that the
embedding watermark should be very
difficult to alter or remove without visible
effecting or damaging in the cover file °.
e Imperceptibility: this means that no sensible
alter between the watermarked media and
the original file will occur.

e Capacity: The amount of data that can be
hiding into a cover signal.

e Robustness: The capability of the watermark
signal to survive signal manipulations. A
watermark must resist the attacks and some
processing performed on a signal that is
happened during the period of transforming
in a communication channel 2,

Watermarking processes can be classified
depending on some affected factors as illustrated in
Fig. 2.

Watermark
| | | |
Host file type appearance Key type Working Domain Detection
Text Visible Pure Spatial Domain Blind
Image Invisible Public Frequency Non-Blind
Domain
Video Private Semi-Blind
Audio
| ]
Robust Fragile Semi-Fragile

Figure 2. Taxonomy of watermark

From the human perception side, watermarks

techniques are divided into the following kinds:
1- Visible.
2- Invisible.

In the visible watermark, the designer makes
light modifications to the cover image where the
image still completely visible, so the watermark
aspect appears in the cover image, even if an image
is printed or scanned ®. The visible watermark
ordinary makes the pixels of the watermark either
lighter or darker than the other surrounding pixels.

The watermark is covering a large and enough
number of pixels in the cover image with making
sure that the original cover image is visible with a
good degree of clarity, so the watermark cannot be
manipulated or removed as illustrated in Fig. 3.
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Figu-re 3. Visible watermark

The invisible watermark cannot be detected or
seen by the human eye and this process is
implemented by changing some certain pixel values
as illustrated in Fig. 4. The strength of the invisible
watermark depends on some affecting factors and the
most important one is that the image quality is not
degraded 3. If a digital image has an invisible
watermark printed, and then scanned, the watermark
has normally been removed ’.

The invisible watermarks can be classified
into three kinds from the robustness side:

Figure 4. Invisible watermark

1- Robust Watermark.
2- Fragile Watermark.
3- Semi-Fragile Watermark.

The first kind of watermark "robust
watermark" is proposed for some applications like
copyright, protection against copy, content tracking,
and monitoring the broadcast, where hiding
watermark is very difficult to remove. The robust
watermark kind must be a permanent and inseparable

part of the cover or original signal 8. Despite no
watermark is indestructible, a technique may be
robust if the amount of changes wanted for removing
the watermark makes the original file damaged and
therefore without interest °. According to previous
reasons the watermark should be embedded in
selected parts of the file where any change or
removal for it would be easily discovered. There are
two types of this kind of watermarks mainly:

A- Fingerprinting: in this type of watermark, a
unique mark of the identifier represents one
customer who owned the file will be hidden
and therefore, allows using this file . The
copyright owner of the digital file uses the
fingerprint for defining the person that
violated the license agreement by providing
a copy of the file °. Ideally fingerprinting
should be used but for mass production of
CDs, DVDs, etc. it is not possible to give
each disk a dedicated fingerprint.

B- Watermarks: they define person/(s) who
own(s) the copyright of the special file,
instead of the customer-like robust
watermark. Watermarks help in preventing
and detecting persons that have an illegal
copy. Watermarks will be hidden to prevent
operations like detecting and removing the
signal .

Fragile watermarks are not designed as robust
against detection and removal. On the contrary, a
fragile watermark is designed to be destroyed
because of any simple slightest change, alteration, or
modification performing to the watermarked file.
While watermarking requires robustness to image
manipulation, data hiding requires that there is
very little visible distortion in the host image .

This process is useful for the authentication of
some applications, where the purpose is to provide
confidence that a signal originated from a known
source, and a signal has not been altered as illustrated
in Fig. 5 %2,
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Figure 5. Fragile watermark

The acceptability of a watermarked file can be
obtained by using the watermark detector. If the
detector is successfully found and detected the
embedding watermark, both sides of the signal are
authenticated. The integrity of the file is
authenticated because any altering process will
damage or destroy the hided fragile watermark. If the
watermark is not detected in the correct form, then
either the file will not be produced from the source
or the entire file will be altered in some stations °.

One of the important disadvantages of fragile
watermarking is that it may be too sensitive for some
applications like lossy compression technique
applied on a watermarked image, then the detector of
the fragile watermark will report a tampered in the
watermarked file even though the compressed image
appears with large degree nearly the same as the
watermarked image °.

A semi-fragile technique merges the
properties of robust and fragile techniques. Similar to
robust technique because of its capability of resisting
changes performed to the output watermarked file,
like adding some information in lossy compression,
and similar to fragile technique because of its
capability of detecting places in the image that have
been essentially altered 2.

Another classification
detection design feature

depends on the
in the watermarking

algorithm: whether they are formed to do blind or
non-blind detection. Blind detection is the ability of
the technique to detect and solve the watermark
without altering the original content. Semi blind
method requires some additional information for
extraction of the embedding watermark ©. The non-
blind watermarking techniques are more robust than
blind watermarking systems due to the availability of
the original cover file at the time of detection.
However, blind watermarking systems are more
popular then most important characteristics for these
methods are the ability to recover without distortion
of the actual cover image, and the tamper proofing
added with authentication. The purpose of integrity
and authentication of the cover watermark
application is to find and localize a place of
tampering %2,

For blind watermarking techniques new
algorithms provide a new solution for applying SVD

as the embedding using secret sharing schema (SSS)
14

Singular Value Decomposition (SVD)

One of the most interesting algorithms used
by the researchers is singular value decomposition
(SVD), which is a numerical analysis algorithm
developed for a variety of applications. From the
viewpoint of image-processing applications, SVD
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includes two properties related to its singular value
of an image: 1) stability when adding a small
perturbation to an image and 2) intrinsic algebraic
image properties.

The SVD of an array such as (B) is the division
of array (B) into three special matrices UDVT (with
production operation between them) where the
columns of arrays (U and V) are orthonormal and
the array (D) is diagonal consist of positive and real
values as illustrated in Fig. 6 *°.

3oV

mximr mxn nNxn

M= U
mxn

Figure 6. Singular value decomposition of matrix
B (nxd)

The SVD is important and useful in many operations

like

1- The data array (B) is close to an array of low rank
and it is used in deciding low-rank array which is
accepted as a good approximation to the original
data array, this means, from the singular value
decomposition of an array (B), the matrix (B) of
selected rank like (K) is a good approximation for
array (B).

2- SVD is defined for all arrays (rectangular or
square) unlike the more commonly used spectral
decomposition[8]. The columns of the array (V)
in the SVD represent the right singular vector of
(B), always form an orthogonal set with no
conditions on (B), and the columns of (U)
represent the left singular vector of (B) and also
considered orthogonal set. the inverse of (B) is (V
DUT), where (U) orthogonal array with size (m
x m) and its columns represent the eigenvectors
of (BBT), (V) isalsoan orthogonal array with size
(n % n) and its columns represent the eigenvectors
of (B'B), and (D) is a diagonal array with size (m
x n) and form of

5, 0 0 0 0 0
/o--oooo\
s_[00 o 000
00 0 ~ 00
koooooo)
0 0 00

0
with 6; > 6, > -+ >0, >0 and r = rank(B). and
61,05,..,0, are the square roots (YBTB ) of the
(B™B), and known as the singular values (SV) of (B)
15

Related Work

1- Mr.P.B.Khatkale, et. al. in'® suggested a
technique for watermarking by hiding
information in input images by exploiting the
insensible changes to the human eye but they are
calculated by a computer program and therefore
they are reversible. Generally, the watermark is a
guide to identify the owner of a media file. The
positions in which the watermark is embedded are
decided by using a suitable secret key, to prevent
possible hackers from easily changing or
removing the hidden watermark. Furthermore, the
watermark technique should be recoverable
without any altering in the watermark image.
Possible hackers used some operations in a
watermarked image like filtering compression
and cropping. The main application of the
watermark process is copyright protection of
digital media.

2- Prof. S. C. Tamane, et. al. in ° presented new
hiding techniques for developing security
requirement and satisfying the requirements of
robustness, imperceptibility, capacity (data
hiding rate), and security of the message to keep
digital file work in correct fashion for the owner
of the work and work reliably for the customer of
the file. Some searches selected significant and
important parts of the image, for modifying to
hide the information in a robust and reliable place
in a perfect way. This led to making
watermarking techniques working in the
frequency domain instead of special ones. The
wavelet transform has many advantages over
DCT transform for example that this transform
can be used in compression operation as well as
watermarking process. Therefore it is very true to
consider the wavelet domain in embedding
processes for watermarking techniques.

3- Kunal D Megha, et. al. in ¥ introduced the idea
of exploiting the topography of the digital
watermark by performing steps like converting
input image with (RGB) model to (Y1Q) model,
applying (Discrete Wavelet Transform) on (1) -
matrix, calculate coefficients of (WT), taking
grayscale watermark image for hiding, applying
(DCT) on the watermark gray image, inserting
(DCT) coefficients into (DWT) -coefficients,
applying inverse (DWT) and for extracting
watermark performing previous operations but in
reverse order. Results of this technique are
examined for all bands of (RGB) and (YIQ)
models. Performance metrics are performed for
measuring the efficiency of the explained
technique, robustness feature is measured by
using the (PSNR) metric, and we know that a
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bigger value of (PSNR) means the best quality in
results.

4- Rajitha and shivendra ' introduced DWT-SVD
based self-authentication image scheme for
telemedicine application. In this scheme the first
phase is pre-processing, the second is self-
authentication, and the final step is tamper
detection.

Proposed System
The proposed or suggested system consists of

many steps for extracting a unique watermark
number for each image and then hiding this unique
number into a suitably protected region in the input
image and these steps can be illustrated in Fig. 7.
Each step of the suggested system can be illustrated
as follows
1- Dividing input image into four non-similar

parts:
This process can be applied depending on some
extracted suitable keys from the input image, these

keys can be calculated by applying the following

equations
FPV

PVB = round(ﬁ X W) 1

PHB = round(ﬂ X H) .2

Where

PVB represents the position of the vertical
boundary.

PHB represents the position of the horizontal
boundary.

FPV represents the value of the first pixel in the
last row in the input image.

SPV represents
the value of the second pixel in the last row in the
input image.

NGL represents the total levels of gray color in the
input images.

W, H represents the width and height of the input
image.

Inputimage =

Divide input image into >
four non-similar parts

Decide protected pixels and
ignore LSB of each pixel from
the next calculations

Calculate norm for each SVD matrices by
taking (D matrix) for discovering suitable
unique number for this part

e——

|

v

Calculate SVD for each
part

Merge the unique numbers for all parts
by using suitable equation in order to
extract final wanted number

—>

Repeat previous operations four times
by taking (first row, last row, first
column, last column)

v

Hide the final numbers (image
watermark) in the in the protected
pixels for the purpose of checkina

Figure 7. Block diagram of the proposed system

These two equations ensure non-equality
between the final four parts depending on simple
features extracted from the input image as illustrated
in the following example for matrix A and Fig. 8.

P~~~

AN BN
N OB IN N
~N N OTW oW
O~ 0110
RO NIN BN
g INN O
NIWIEIN &~
AR IW W[~

Figure 8. Example to illustrate dividing image
into four parts

FPV 3
PVB = round(— XW) = § X9 =—=3.375
~ 3
PHB = d(SPV H) 2 X7 1.75
= — X = — = —=1.
roun NGL 3
~ 2

2- Deciding the protected pixels and ignore the
LSB of each pixel from the next calculations
In this step of the proposed system, the protected
pixels will be determined by taking the rest values
of the last row and decided pixel after pixel as
illustrated for matrix A in Fig. 9.
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21112[3[0|7]4]4]1 211[2]3[0|7|4]4|1 21112/3/0|6/4(4]|0
417|7|6|5[4|5|4]|3 4,7|7|6/5/4|/5|4]3 4/7/6|/6/5/4|5/4|3
1127342223 11217|3|412]2|2]|3 112|7|3|4]2]2]|2]|3
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41211]7/4]1|5|2|4 412(1]7/4]1|5|2|4 41211|7/4]1]5/2|4
312
a-matrix A b-protected pixels c-New protected pixels values

Figure 9. Deciding and calculating protected pixel

This operation is performed by reading the
third pixel in the last row (TPLR) and moving
from the first pixel in the image number of pixel
equal to the gray level value of (TPLR) as
illustrated in Fig. 8 then considering the last
position as a starting point and moving from its
number of pixels equal to the fourth pixel in the
last row and so on until reaching the last pixel in
the last row if we need it or reaching last required
pixel as illustrated in the following steps. Then in
the other calculation ,new values of the protected
pixels will be used by ignoring the value of the
last bit of the protected pixels in the next
calculations as illustrated in Fig. 9.

3- Calculating SVD for each part:

This operation as illustrated in Fig. 6 translate
matrix (4),,xp into three matrices (U)yxr, (D) rxr
and (VT),p as illustrated in the previous example
for matrix (A) by applying SVD on the first part

2 1 2 _ (—0.2623 —0.9650
SVD(4 7 6) >>U_(—o.%so 0.2623)’
=(10.4086 0 0)
0 1.2890 0
—0.4212 —0.6834 —0.5963
VT =(-0.6742 0.6757 —0.2981
—0.6067 —0.2764  0.7454

Then the Diagonal of the second matrix (D) will be
used in the following calculation by considering it
as a horizontal vector as follow:

HV = (10.4086 1.2890)

4- Calculating norm for each SVD matrices :

In this step of the proposed system, the previous
(HV) will be considered for the next calculations for
each part of the input image as follows

HV = (10.4086 1.2890)

norm(HV) = W1 = 10.4881

Until this step, we calculated a unique number for a
matrix of (2x3) numbers as can be seen if a person
changes one number of the six this unique number
will be changed as follow

2 1 2 o
SVD (4 ; 7) » norm (HV) = w;, = 11.0906

And anyone can easily discover that this number
(11.0906) differs from the previous one(10.4881).
5- Merging the unique numbers for all parts:

The pre-calculated (norm) values for every one
of the decided four parts will be merged in this
step by suggesting a suitable equation for this
purpose as follows
w=2xw; +22Xxw,+23Xxw;+2*xw,
.3
This equation assets various weight for each part
but enlarges the value of difference if any pixel
will be changed, so for matrix A the following
results will be calculated

HV; = (10.4086 1.2890)

HV, = (13.5613 4.4824)

HV; = (16.2159 5.7924 0.7026)

HV,

= (19.4578 5.4307 3.7237 1.7617 0.9661)

w; = 11.0906

w, = 14.2829
ws =17.2337
w, =20.6398

Wrinar = 2 X 11.0906 + 4 x 14.2829 + 8
% 17.2337 + 16 x 20.6398
= 547.4192

The wg;pqitranslate into four numbers

n, = (547)mod 1024 = 547

n, = integer{(Wging — n1) * 103} = 419

ng = integer{[(Wrina — n1) * 10> — n,] x 103}
= 200

ny = integer {[(Wrinar — m1) * 10*) — 1]

X 103} —n3} x 103 =0
NN\

30} 145302134141
N1 N N3f{ N2

V VUV V
These equations can be explained a follow

If Weing = 30.45321341 then

6- Repeating previous operations four times :

This operation will be performed to take large
numbers of possible probabilities to ensure the goal
of non -repetitive watermark value, and if the
operations take only one number with its four values
and each value of them between (0 to 1023) for
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integer number and between(0-999) for the floating
part so there are only (1024 x1000%1000%x1000)
different watermarks and this number is not enough
to recognize different pictures. All the previous
operation will be repeated by
a- Taking the first row as a guide for
watermark discovery operations and
start from the last pixel in the image as
illustrated in Fig. 10

I Region 3 Region 4 I

Region 2 . Region 1

Figure 10. State 2 for calculating watermark
numbers

b- Taking the first column as a guide for
watermark discovery operations and
starting the last pixel in the image as
illustrated in Fig. 11.

i Reaion
Reaion .

Reaion f.

Reaion

Figure 11. State 3 for calculating watermark
numbers

c- Taking the last column as a guide for
watermark discovery operations and
starting the first pixel in the image as

illustrated in Fiﬁ. 12.
.’ Reqion 1 Reainn 4

Reaion 2

Reaion 3

Figure 12. State 4 for calculating watermark
numbers

At the end of this step, 8 different numbers
represent the value of the watermark of the tested
image that must be stored in the image with the
suitable operation.

7- Hiding the final numbers (image watermark) :

In this step of the proposed system, the
sixteen discovered numbers will be hidden in the
protected pixels by changing one LSB at most
until the finished watermark numbers. In this
operation there are sixteen numbers with values
between (0 to 1023), this means each number of
them needs ten bits to hide within image pixels

so, all numbers required (160) bits and the
operation for hiding in one bit can be performed
as follows
If pixel value(py) mod 2 =0 and the bit for hiding
is 1 then new py =old p, +1
If py mod 2 =0 and the bit for hiding is 0 then new
pv =old py
If py mod 2 =1 and the bit for hiding is 1 then py
=old pv
If py mod 2 =1 and the bit for hiding is 0 then new
pv =old py -1
After this operation, the final watermark numbers
are hidden within 160 pixels in the image.
Results

When the proposed system is applied for
discovering the watermark number of testing
images the following results will be found for
images in Fig. 13, 14, and 15.

Testl:

Figure 13. Image for a test 1.
for first state n, =703 n, =
33 nsy =710 n, = 647
for second state n; = 960 n, =
243  ng =553 n, = 56
for third state n,; =964 n, =
164 n3 =273 n, = 624
for fourth state mny =799 n, =
687 nz =318 n, = 67

SNRpeak
(L-1)2
= 10log;o 1 w4

NZ Zr=o Ze=olg(r ) = I(r, ©)]?
SN R peak:82.65

Test2:

Figure 14. image for test 2.
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for first state
352 ny = 452
for second state
831 ns = 498
for third state
598 ny = 226
for fourth state
847 ny =743
SNR peak=85.35

Test3:

Figure 15. imagé for test 3.

for first state
735 ny = 537
for second state
292 ny =915
for third state
565 n; = 886
for fourth state
898 ny = 262
SNR pea=90.4

Test4:

n, =900
n, = 968
n,; = 405
n, =730
n, =477
n, = 275
n, = 749
n, = 152

n, = 837
n, = 929
n, =49
n, = 697
n,; = 259
n, =903
n,; = 538
n, =924

n, =

n, =

n, =

n2=

Figure 16. image contain text

Original watermark is

for first state n; =901
235 n; =45 n, = 403
for second state n; = 207
536 nz =210 n, =417
for third state n, = 207
536 n; =210 n, =412
for fourth state  n; =413
71 n; = 140 n, =723

n2=

n, =

n2=

SN R peak=89.22

Table 1. Watermark values in selected image
contain text

Changed position by one n; Ny N3 Ny
degree

(10,10) 901 241 545 176
207 536 210 417
207 536 210 412
413 71 140 723
(10,250) 901 241 545 176
207 542 180 26
207 536 210 412
413 71 140 723
(290,31) 901 241 545 176
207 542 180 26
207 542 180 25
413 71 140 723
(290,290) 901 241 545 176
207 536 210 417
207 536 210 412
413 114 92 870

Conclusion:

The usage of sixteen numbers in the range of
(0 - 219 make the space of watermark numbers very
huge (219x210x210x210x210x . 210=2180) with a
very low probability of repeating numbers between
two different images, so if any very small change
occurs in one pixel with less or add only one degree
will be effective with noticeable effect on the
watermark numbers.

The proposed watermark exploit the stability
from the SVD transform with noticeable effect in any
simple change in any position of the image as well as
the SVD transform make the extracted watermark
strong one with no way to change it in simple process
or changes.

The famous metric peak signal to noise ratio
has perfect value for all cases and the worst case
occurs when all protected pixels will be changed in
the hiding process (as shown in Tablel), this means
a change in 160 bits by one degree so the error
depends on the size of the image and is very petty in
total.

If anyone changes any pixel of the protected
regions this makes discovered watermark differ from
hidden information and this means discovering
change.
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