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Abstract 
 In this paper, Min-Max composition fuzzy relation equation are 

studied. This study is a generalization of the works of Ohsato and 

Sekigushi. The conditions for the existence of solutions are studied, then 

the resolution of equations is discussed.  

 

Introduction 
 
The concept of fuzzy relational 

equations introduced by Sanchez  

[5], is a generalization of well 

known Boolean equations.  

 Let A and B be two fuzzy 

sets of two finite spaces ,  

respectively and R  a fuzzy 

relation of the set  .  

Consider the following fuzzy 

relation equation BR  …(1)  

Where “  ” is the Min-Max 

composition.  

 Speaking with terminology 

of systems theory, A and B  

represent a class of fuzzy inputs 

and a class of fuzzy equation (1).  

In this paper, we illustrate 

other algorithms,  to solve 

equation (1).  

 

Preliminaries 

 Let  1,0I  be the real 

unite interval and we set for 

every real numbers ,, Iba   

 

   babababaaa ,max,,min,1 

,  [1] of course, we have 

1-  babababa  ,

 (De Morgan’s laws)  

2-       cbcacba  ,  

     cbcacba    

[distributivity laws]  

  Let    mn yyyxxx ,...,,,,...,, 2121   

be finite sets, 

   IF   ::   the set of all 

fuzzy sets of  .  

 rIr ,...,3,2,1  the set of first  r  

natural numbers.  

Following Zedeh’s  [1,2], we 

remember that  F  is a 

complete distributive lattice with 

the pointwise operations defined 

for every ni IiXx  ,  as 

1-     ii xx  1  

2-               iiiiii xBxxBxBxxB  ,

 

3-        iii xBxxB    

4-         iii xxBxB 111 
 

 

and a natural ordering as  

   ii xBxiffB   where 

 XFB,  

Let 
nji IiYyXx  ,,  and 

mIj ,  

we recall the following 

definitions:  
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Definition 1.[1] 
A fuzzy relation R  between 

two finite sets   and   is a 

mapping from the Cartesian 

product of crisp set YX ,  to the 

unite interval ]1,0[  (an element of 

 F ) 

 

Definition 2.[6] 
 Fuzzy relation 

equation is given in the form of 

which the composite of fuzzy 

input A and fuzzy relation R  

equals fuzzy output B .  The input 

A and the output B  are fuzzy sets 

represented by 
   ji bBa  ,

 

respectively. The fuzzy relation 
R  represents the causality of 

input and output.  

 

Definition 3.[1] 
Let A be the set of all 

possible vectors  ni Iia   such that 

 1,0ia  for all nIi  and let a 

partial ordering on A be defin as 

follows: 

For any pair  21 ,  A, 

 21
 if and only if ii aa 21   for all 

nIi
 
 

Definition 4.[3,4] 

An element 


  of  BRS ,  is 

called a maximal solution of 

Eq.(1), if for all 

 


 ,,BRS  implies 


  

It  is well established that 

whenever the solution set 

  BRS , ,  it  is always 

contains a unique maximal 

solution ,


 .  

 

Definition 5.[4,5] 

An element 


  of  BRS ,  is 

called minimal solution of Eq.(1) 

if for all  


 ,,BRS  

implies 


  and when   BRS ,  

i t  may contain several minimal 

solutions.  

 

Existence of solutions 
 We now establish 

some theorems concerning the 

existence of solutions of the 

equation BR   where “  ” 

denotes a min-max composition 

of two binary operators G  and  ,  

maps from 
2L  in L  where  

],1,0[]1,0[2 L L  the interval [0,1], 

the   or   compositions will be 

particular cases of the G  

composition introduced here.  

More precisely, if the 

operator G  is associative and with 

the notation   11 aaG   and, for 

 
 

 
  











mj

mj
j

mj
aaGGaGm ,,2

1,1,1

,  Eq.(1) can be written: 
      nJbarGmi ijij

Jj
,...,3,2,1,,,...,2,1 



…(4)  

Furthermore, if we suppose 

that    yxGyx ,,   is a monotone 

non decreasing mapping on 
2L  

and  yxx ,  is a monotone non 

decreasing mapping on L  for 

every 
Ly

 then 
        j

Jj
jij

Jj
j

Jj
ij aGarGaGLr ,1,,0, 



 This leads us to state the 

necessary condition of the 

following theorem, in which 
 RGE ,,  denotes the set of all 

solutions of Eq.(1) when the 

relation R  is supposed unknown. 

This set is simply designated by 
 ,GE .  
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Theorem 1 

 Let G  and   be two 

functions from 
2L  into L  such 

that, for every zyx ,,  and t  

belongs to L ,  

(i)       zyGxGzyxGG ,,,, 

 

(ii)         tzGyxGtzyx ,,,, 

 

(iii)    yzyxzx ,,   

if the set  ,GE  is non-empty,  

then         
j

a

Jj

G
j

a

Jj

G
i

bmi ,1,,0,,...,2,1 









…(5)  

conversely if condition (5) is 

fulfilled and if moreover:  

(iv)  the function    yxGyxG ,,:   

is continuous on 
2L …(6)  

(v)  the function  yxx ,  is 

continuous on L  for each 

Ly …(7) then  ,GE  is non-

empty. 

Indeed, if conditions (5)-(7) are 

fulfilled, then     jjij aat ,1,,0   

exists such that   iij
Jj

btG 


,  and   

 1,0ijr  exists such that 

 jijij art , ,  hence   ,GE  

 

Corollary 1 

If the set  0,0E  is non-

empty then max  j
Jj

i ab


 0 ,  

where  mI ,...,2,1 …(8). 

Conversely if (8) holds and if  

(i)     yxyx ,0,   is 

continuous on 
2L ,  

(ii)   yxx ,0  is continuous on 

L  for each Ly ,  then   0,0E  

In the same way, for 0G  

and 0 ,  we obtain:  

 

Corollary 2 
 If the set  0,0E  is non-

empty then  j
Jj

i
Ii

ab


 0min …(9)  

 Conversely if (9) holds and 

if:  

(i)     yxyx ,0,   is continuous 

on 
2L ,  

(ii)   yxx ,0  is continuous on 

L  for each Ly ,  then   0,0E .  

That is: BR   iff 

   ijij
Jj

bar 


,00  for all i  in I  

and BR   iff    ijij
Jj

bar 


,00  

for all i  in I .  

 

Theorem 2 
The equation   BR  .  

…(10) has solutions if and only if 

Ii .  

  iij
Jj

i ba  

0

 

From now 
iiR ,  and ib  will 

indicate the i th row of ,R  and 

B .  Where   is the column matrix 

with coefficients  
1,m

i    (is 

the fuzzy matrix).  

 

Proof of theorem 2 
If 0i ,  Eq.(10) is 

equivalent to 
i

ib

iRIi


 , .  This 

equation has solutions if and only 

if (corollary 2)    10 


i

ib

ja
Jj 

,  i .e if 

and only if  









ij

Jj
ii ab  ,0

.  

This condition is also true for 

0i .  
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Theorem 3 

Let   be the set of 

solutions of fuzzy relation 

equation BAR  ,  then 

   BRrelationfuzzyR :  

iff  BA 1 .  

If  ,  then BR 1  

is greatest element in  .  

Existence condition for 

theorem 3: The necessary and 

sufficient condition for the set 

  is:  

There exists nJja ,  such 

that kj ba   for all p .  

This existence condition 

has been documented by 

pedrycz[7] for the Max-Min 

composition.  

 
Resolution to fuzzy 

relational equation 
Let  FR  and 

  F  we define 

BR  …(1),  FB ,  the 

min-max composition of R  and A 

as 

      iii

n

i

m

j
i xyxRyB 


,,

11

…(2)  

Let the membership 

matrices of R,  and B  denoted 

by      jiji bBrRa  ,, ,  respectively,  

where 

     jBjjiRijii ybyxrxa    ,,,  

for all nIi  and mJj .  

This mean that all the 

entries in the matrices A .  

R  and B  are real numbers 

in unite interval  1,0I ,  when 

matrices A and R  are given and 

matrix B  is to be determined 

from Eq.(1) the problem is 

trivial. It is solved simply by 

performing the Min-Max 

composition-like operation on A 

and R  as defined by Eq.(2). 

Clearly the solution in this case 

exists and is unique.  

 
Example 1 

Given 

34
19.0

9.6.7.

4.2.9.

3.8.5.





















R
 and 

13
1

5.

7.


















  

Determine the solution of 

BAR   from Eq.(2) 

      







 


iiiR

n

i

m

j
j xyxyB  ,,

11

 

         7.1,8,.7.,, 1
11

1 







 


iiR

n

i

m

j
xyxyB 

 

    5.1,5,.9.2 yB  

    6.1,6,.7.3 yB  

    7.1,9,.7.4 yB  

Then 





















7.

6.

5.

7.

B

 

 

 

The problem becomes far 

from trivial when one of two 

matrices on the left-hand side of 

Eq.(1) is unknown. In this case, 

the solution is neither guaranteed 

to exist nor to be unique. Since 

B  in Eq.(1) is obtained by 

composing A and R ,  it  is 

suggestive to view the problem of 

determining A from B  and R  as 

a decomposition of B  with 

respect to R .  Let us assume that 

a pair of specific matrices B  and 

R  from Eq.(1) is given and that 

we wish to determine the set of 
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all particular matrices of the form 

A that satisfy Eq.(1).  

Let each particular matrix 

A that satisfies Eq.(1) be called 

its solution and let 

   BRABRS  :,  denote the set 

of all solutions, (the solution 

set).  

It follows immediately that 

when we take the inverse of both 

sides of Eq.(1) we will get:  

  11 
 BR  

TTT BR   …(3)  

note that:  
TT BB   11 ,  and TRR 1  

that is     TRxyRyxR  ,,1  thus 

 ni
T Iia  : ,   mj

T JjbB :  

and  mnij
T JjIirR  ,:,

 

Now we can solve Eq.(3) 

more simply than Eq.(1). Then if 

jji
Ii

br
n




min  then values  1,0ia  

exist that satisfy Eq.(3) and, 

matrix 
T  exists that satisfies 

the matrix equation thus 

  TT BRS , .  When   TT BRS , ,  the 

maximum solution   nIiia

T













,    

of Eq.(3) is determined by:  

  jiji bra ,max ,


…(3)  

where   









jij

jijj

jij brif

brifb
br

,

,

, 1
,

 

We next determine the set 

 TT BRS ,


 of its minimal solutions 

of Eq.(3) can be determined by 

the following procedure:  

1-  Determine the sets 

  jiijn

T

j barIiJ 
























,max: ,

 for 

all mJj  and then construct 

their product 









































 











T

j
J

mJj

T

J

 

denote elements of 










































 











T

j
J

mJj

T

J  




















 


T

J  by 

 mj Jj :  

2-  For each 
























T

J   and 

each nIi  determine the set 

   iJji jm   :,  

3-  For each  
























T

J   

generate the n-tuple 

    ni Iigg  :  by taking 

   
 

 








 




 

iif

iifb
g

j
ij

i
,0

,max
,

 

4-  From  all the n-tuples 

 g  generated in step (3) 

select all the maximum ones 

and 
TT





















 by pairwise 

composition.  

The resulting set of n-

tuples is the set  TT BRS ,


 of the 

minimal solution of Eq.(3). 

Finally the solution set  TT BRS ,  

is fully characterized by the 

maximum and minimal solutions 

in the following sense:  

It consists exactly of the 

maximum solution 

T








 
 ,  all the 

minimal solutions and all 

elements of A  that are between 
T










  and each of the minimal 

solution. 

Formally 

  
T

TT

TT BRS





































 ,,
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Where the union is taken for 

all  TT

T

BRS ,










 .  We got the 

set of solutions of Eq.(3). We 

must now take the transpose of 

T












 and each of the minimal 

solutions 
T










  that is 

























T
T

 

the maximal solutions of Eq.(1). 

And  


























T
T

  the minimal 

solution of Eq.(1).  

So    












A

BRS ,,   

Example 2;  Given 





































5.

5.

5.

3.10

3.6.0

4.12.

BR

 

 Determine all solutions of 

BR   
Sol 

 Take the inverse of the 

equation above so 

  TTT BRBR  
 11

…(1)  

Where 

   3215.5.5.

3.14.

16.1

002.

bbbBR TT 



















 

 321 ,, aaaT   

Thus, we first must find the 

solutions of Eq.(1). So we must 

determine whether   TT BRS , ,  

or not by: 

First we determine whether 

  BRS ,  or not, by:  

  15.2.4,.1,2. bMin   

  25.03,.6,.0 bMin   

  35.03,.1,0 bMin   

Thus   TT BRS ,  [now 

since   TT BRS , ].We determine 

the maximum solution  
T












 of 

Eq.(1) by: 

    5.5,.5,.5.,1,1 


MaxbrMaxa jj  

    11,1,1,2,2 


MaxbrMaxa jj  

    5.5,.5,.5.,3,3 


MaxbrMaxa jj  

 5,.1,5.










T

.  we can easily 

satisfy 
 TT

T

BRS ,








  

TT

T

BR 











 

   5.5.5.

3.14.

16.1

002.

5.15. 



















 

   5.5.5.5.5.5.  ,  hence 

  TT BRS ,  

 Next we apply the four 

steps of the procedure for 

determining the set  TT BRS ,


 of 

all minimal solution of this 

reduced matrix equattion:  

1-  Employing the maximum 

solution 
 5.15.











T  of the 

reduced equation, we obtain 

 3,1,: 1,11 











































barMaxIiJ iin

T

 
 3,1,: 2,22 












































barMaxIiJ iin

T   

 3,1,: 3,33 











































barMaxIiJ iin

T  

hence 

      
















































3,13,13,1

T

j

T

JJ

 
                333,133,313,113,331,131,311,111
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2-  The sets  i,  that we 

must determine for all  





















 


T

J   and all nIi  are 

listed in the following table:  

 

 i,  

  i=1 2 3  g  

 111

 

 3,2,1

 
    

 005.

 

 311

 

 2,1
 

  
 3
 

 5.05.

 

 131   3,1
 

  
 2
 

 5.05.

 

 331   1    
 3,2

 

 5.05.

 

 113   3,2     1  
 5.05.

 

 313

 
 2    

 3,1

 

 5.05.

 

 133

 
 3    

 2,1

 
 5.05.  

 333

 
    

 3,2,1

 

 5.00

 

 

3-  For each 

























T

J
,  we 

generate the triples  g  

which are also listed in table 

above. 

4-  One of the triples  g  in 

table above is minimal 

solution  5.05. .  Hence 

   























5.05.,

T

TT BRS
 so we 

have the set of solution of 

equation (1) as 

 
































TT

TT ABRS :,

 

So to determine the solutions 

of equation BRA  ,  we 

must take the transpose of 
TT






















,
,  that is 










































5.

1

5.T
T

  

and 










































5.

0

5.T
T

 

 Now the set  BRS ,  of all 

solution of the given matrix 

equation is now fully captured 

by the maximum solution 




















5.

1

5.  and the minimal 

solution 




















5.

0

5.
 

 So we have:  

 











:, ABRS  

 

Example 3 

 Given 










5.4.

3.2.
R

,  










9.

9.
B

 

 Determine all solutions of 

BR   
Sol 

 Take the inverse of the 

equation above  

so    1
 BR  

  11 
 BR  

TTT BR    

where 










5.3.

4.2.TR
,   9.9.TB ,  

 21 aaT   

 We first must find the 

solutions of Eq.(1). So we must 

determine whether   TT BRS , ,  

or not by: 

 First we determine whether 

  BRS ,  or not by:  
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  9.2.3,.2.min   

  9.4.5,.4.min   

Thus   TT BRS ,  

 We determiner the 

maximum solution 
T












 of Eq.(1) 

by: 

    9.9,.9.max,max 1,1 


jj bra   

    9.9,.9.max,max 2,2 


jj bra   

   TT

T

BRS ,9,.9. 










,  hence 

  TT BRS ,  

 Next we apply the four 

steps of  the procedure for 

determining the set  TT BRS ,


 for 

all minimal solution of this 

reduced matrix equation:  

1-  We obtain 

 2,1,max: 11,1 











































jjn

T

barIiJ

  

 2,1,max: 22,2 











































jjn

T

barIiJ

 

hence  
    

















































2,12,1

T

j

T

JJ
 

        2,21,22,11,1  

2-  The sets  i,  that we 

must determine for all 

























T

J
 and all nIi  are 

listed in the following table: 

 i,  

  1i  2  g  

 11   2,1     09.  

 21   1   2   9.9.  

 12   2   1   9.9.  

 22     2,1   9.0  

3-  For each 

























T

J
,  we 

generate the triples  g  

which are also listed in table 

above. 

4-  Two of the triples  g  in 

table above are minimal 

solutions    9.0,09.  

     



































9.0,09.,
21

TT

TT BRS

 

So we have the set of solution of 

equation (1) 

 
































 TT

TT ABRS
1

:,
 

 

 


































 TT

A
2

:
 

So   














 ,,BRS .  

Basic procedure to 

determine all solutions of 

the equation BR  …(1)  

1-  Take the inverse (transpose) 

of both sides of Eq.(1) this 

results in the new equation 
TTT BR   …(2)  

2-  If 
jij

Ii
br

n




,min  then the 

equation has solution 

  TT BRS ,  and the procedure 

terminates, otherwise proceed to 

step 3. 

3-  Determine  
T








 

 by procedure 1.  

4-  If 
T












 is not a solution of 

Eq.(2), then the equation has no 

solution,   TT BRS , .  

5-  Determine all minimal 

solutions of the reduced equation 
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(3) by procedure 2: this results in 

 TT BRS ,


.  

6-  Determine the solution set of 

the reduced equation (3): 

  
T

TT

TT BRS

















































 ,,

 where the 

union is taken over all 

 TT

T

BRS ,










 .  

7-  Take the transpose of 
T












 

and each of the minimal 

solutions 
T












:  this results in the 

solution set  BRS ,  which is 

  














 ,,BRS

 

Procedure (1) 
 From the vector  

























 nIiia

T

,
in which  jiji bra ,max ,

  

where 
 

  









jij

jijj

jij brif

brifb
br

,

,

, 1
,

 

 

Procedure (2) 

1-  Permute elements of TB  

and the corresponding 

columns of TR  appropriately to 

arrange them in decreasing 

order. 

2-  Determine the set 












































jijin

T

j braIiJ ,,max:
 

for all 
mJj  and then 

construct their cartesian 

product 



















































mJj

T

j

T

JJ
.  

3-  For each 

























T

J
 and 

each nIi  determine the set 

   iJji m   :, .  

4-  For each 

























T

J
 

generate the n-tuple 

    ni Iigg  :  by taking 

   
 




 
 

otherwise

iifb
g

j
ij

i
0

,max
,


 

 

5-  From all the n-tuples  g  

generated in step 4 select only 

the minimal ones, this results 

in  TT BRS ,


 

 

Note 1:  if 21,RR  and 3R  are 

fuzzy relation on  ,  

and  ,  respectively. Where 

321 RRR   is a fuzzy 

relational equat ion where “ ” is 

the Max-Min product 

composition. If 2R  is unknown in 

Eq. 
321 RRR   we can find the 

maximal solution by the Eq. 

312 RRR T 


where

     xyRxyRyxRT ,,, 111   

 
Example: given 











9.04.

15.7.
1R

 ,  










5.6.9.

5.6.1
3R

 

     Determine maximal solution 

of 
321 RRR   

Sol  













































5.6.1

5.5.5.

5.6.7.

5.6.9.

5.6.1

9.1

05.

4.7.

312  RRR T

 

 We can easily prove  

 312 ,RRSR 


 

3
21 RRR 


  
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



























5.6.1

5.5.5.

5.6.7.

9.04.

15.7.
21  RR

 

  3

5.6.9.

5.6.1
R








  

Note 2: If A and B  are two 

fuzzy sets, respectively and R  a 

fuzzy relation of the set  .  

BR   where “ ” Max 

product composition 

         n
iiji

m

j
ii xyxRyRgB

11
,




 if A is unknown we can 

find the solution by equation 

BRT   

  
Example 
 Given 





































5.

1

8.

,

5.6.4.

17.0

8.53

BR

 

Sol 
 We must find the solution:  





































5.

1

8.

5.18.

6.7.5.

4.03.

BRT

 

  24.20.024.max1 a  

  7.3.7.4.max2 a  

  125.164.max3 a  



















1

7.

24.  

 to prove  BRS ,  we 

must prove BR   

 

 

 



































































5.42.096.max

149.0max

8.35.072.max

1

7.

24.

5.6.4.

17.0

8.5.3.  

    

B



















5.

1

8.
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 اعظم تركيب –ت الضبابية من النوع اقل لمعادلاا حل 

 *نغم موسى نعمة

 كلية العلوم للبنات -م.م. جامعة  بغداد*

 الخلاصة:
 Ohsatoيتضمن البحث دراسة نوع من المعادلات الضبابية، هذه الدراسة مكملة ومتممة لدراسة كم من  

and Sekiguchi. 
لحل نوع مشابه من المعادلات الضبابية كما درسنا الشروط الكافية والضرورية لوجود حلول هذا النوع  

 من المعادلات الضبابية ثم قدمنا خوارزمية جديدة لحل هذا النوع من المعادلات الضبابية.
 


