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Abstract

In this paper, Min-Max composition fuzzy relation equation are
studied. This study is a generalization of the works of Ohsato and
Sekigushi. The conditions for the existence of solutions are studied, then

the resolution of equations is discussed.

Introduction

The concept of fuzzy relational
equations introduced by Sanchez
[5], is a generalization of well
known Boolean equations.

Let A and B be two fuzzy
sets of two finite spaces XY

respectively and R a fuzzy
relation of the set XXxY.
Consider the following fuzzy
relation equation RecA=B...(1)

Where “o” is the Min-Max

composition.
Speaking with terminology

of systems theory, A and B
represent a class of fuzzy inputs
and a class of fuzzy equation (1).

In this paper, we illustrate
other  algorithms, to  solve
equation (1).

Preliminaries
Let I:[O,l] be the real

unite interval and we set for
every real numbersa,bel,

a=1-a,aAb=min{a,b},avb=max{a,b}
, [1] of course, we have

1- avb=aaAb, aab=avb
(De Morgan’s laws)

2- (avb)ac=(anrc)v(bac),
(anb)vc=(avc)a(bve)
[distributivity laws]

Let X = {0, Xp 0 X0 Y = {Y1, Y2000y Yim }
be finite sets,
F(X)={A: u, : X — 1} the set of all
fuzzy sets of X.

I, ={1,23,...,r} the set of first I
natural numbers.

Following Zedeh’s [1,2], we
remember that F(X) is a

complete distributive lattice with
the pointwise operations defined

forevery X, € X, 1el, as
1- A(x)=1- A(x)

2- (AAB)x)=A(x)AB(x). (AvB)x)=A(x)vB(x)

3- (AoB)x)=A(x)°B(x)

4- (AoB)(x)=B(x)o A (x)

and a natural ordering as
A<B iff A(x)<B(x) where
A,BeF(X)
Let x, e X,y;eY,iel, and jel,,

we recall the
definitions:

following
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Definition 1.[1]

A fuzzy relation R between
two finite sets X and vy is a
mapping from the Cartesian
product of crisp set x,y to the

unite interval [01] (an element of
F(XxY))

Definition 2.[6]

Fuzzy relation
equation is given in the form of
which the composite of fuzzy

input A and fuzzy relation R
equals fuzzy output B. The input
A and the output B are fuzzy sets
represented by A=) B=
respectively. The fuzzy relation

represents the causality of
input and output.

Definition 3.[1]

Let A be the set of all
possible vectors a-[yfici,] such that
a €[01] for alliel, and let a
partial ordering on A be defin as
follows:

For any pair A’Ae A,
'A<’A if and only if ‘&<"a for all
iel,

Definition 4.[3,4]

An element A of S(R’B) is
called a maximal solution of
Eq.(1), if for all
AeS(R,B) A=A implies A=A

It is well established that
whenever the solution set

S(R,B)?‘—‘¢1 it is
contains a unique

always
maximal

A

solution | A.
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Definition 5.[4,5]

An element A of S(R.B) js
called minimal solution of Eq.(1)

AcS(R,B), A=A

if for all

implies A=A and when S(R.B)= ¢
it may contain several minimal
solutions.

Existence of solutions

We now establish
some theorems concerning the
existence of solutions of the
equation RoA=B  where “°”

denotes a min-max composition
of two binary operators G and T,
maps from L* in where
L*=[01x[01. L the interval [0,1],
the © or O compositions will be

particular cases of the G-I
composition introduced here.
More precisely, if the

operator G is associative and with
the notation G(@)=2a and, for

CE G(je[lc; e am)
,  EQ.(1) ~can be written:
Viefl2,.., m},_GJ(r(urij,aj))zbi J={23,...,n}
je
. (4)
Furthermore, if we suppose

that (X ¥)=G(xY) is a monotone
non decreasing mapping on L
and X T(xY) is a monotone non
decreasing mapping on L for
yel then

S, (Fo.a;))< S, (r(r.a;)< S, (rzay))
This leads us to state the

necessary  condition of the
following theorem, in which
E(GI.R) denotes the set of all
solutions of EQ.(1) when the
relation R is supposed unknown.

This set is simply designated by
E(G.T)

m=2 G

every
Vru S L,
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Theorem 1
Let G and I be

functions from L? into L such
that, for every X,Y,Z and t

belongs to L,
(1) G(G(x,y).2) = G(x,G(y.z))

two

(i) (x,y)<(z,t) = G(x,y) < G(z,t)

(i) x<z=T(x,y)<T(z,y)
if the set g(G,r) is non-empty,

then o nba <[5 (o) o (o)
(5

conversely if condition
fulfilled and if moreover:

(5) is

(iv) the function g:(xy)—G(xy)
is continuous on L2...(6)

(v) the function xi>T(x,y) is
continuous on L for each
yel...(7) then E(G,I') is non-
empty.

Indeed, if conditions (5)-(7) are

fulfilled, then tijE[F(O,aj),F(l,aj)]

exists such that G (t;)="b; and
jea ! !

exists such that

rij S [0,1]
t; =I(r;.a;) hence EG,I)=¢

Corollary 1 B
If the set E(0,0) is non-

then max p < jgj(aj),
where | = {1,2,...,m}...(8).
Conversely if (8) holds and if

M (x,y)—0(x,y) is
continuous on L2,

(i) x> 0(x,y) is continuous on
L for each yeL, then E(0,0)=¢

empty

In the same way, for G=0
and I' =0, we obtain:
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Corollary 2

If the set E(O,ﬁ) is non-
empty then minp > 0 (aj)-~-(9)

icl jed

Conversely if (9) holds and
if:
(i) (x,y)—0(x,y) is continuous
on L2,
(i) x> 0(x,y) is continuous on
L for each yeL, then £(0,0) .

That is: RoA =B iff
jga(o(rij,aj)):bi for all i in |
forall 1in |.

Theorem 2

The equation A_(R;A):B
...(10) has solutions if and only if
Viel.
A JE)J(aj)s b <A

From now R, 4 and b; will

indicate the Ith row of R, A and
B. Where A is the column matrix
with coefficients A:(/’ti)e u (is
m,1

the fuzzy matrix).

Proof of theorem 2
If 2 #0, Eq.(10) is

. - b .
equivalent to viel,Rj.a=—. This

i
equation has solutions if and only

. - b; .
if (corollary 2) jgj(aj)g ' i.e if

<1,
4

and only if b, e[ﬂi _6J(a,-),iti]'
je

This condition

is also true for
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Theorem 3

Let R be the set of
solutions of  fuzzy relation
equation RoA =B, then
‘R:{R: fuzzy  relation|ReA = B};tgo
iff A"yB e R.

If R=¢, then R=AyB

is greatest element in R.
Existence condition  for

theorem 3: The necessary and

sufficient condition for the set

R=g@is:
There exists &, j € J, such
that @; >y forall k €K .

This existence condition
has been documented by
pedrycz[7] for the Max-Min
composition.

Resolution to fuzzy
relational equation

Let ReF(XxY) and
AeF(X) we define
RoA=B...(1), BeF(Y) the

min-max composition of R and A
as
m

B(yi)= A VIR Vi) A )]
j=li=
Let the membership

matrices of A,R and B denoted
bY A ~[a,JR=|r,|B=|p, |} "eSPeCtively,
where

8; = 15 (%) :/uR(Xi!yj)!bj =ﬂ5(yj)
forall iel and jeJ,.

This mean that all
entries in the matrices A.
R and B are real numbers

in unite interval | =[O,1], when

the

matrices A and R are given and
matrix B is to be determined
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from Eq.(1) the problem s
trivial. It is solved simply by
performing the Min-Max
composition-like operation on A
and R as defined by Eq.(2).
Clearly the solution in this case
exists and is unique.

Example 1

Given

5 8 .3 A
n|9 2 4] andA=15
17 6 .9

0 9 1 1 3x1

4x3
Determine the solution of

RoA =B from Eq.(2)
oy )= 2 5. v a )|

B(y,) = ?{CwR(xi,yl),uA(xi))}:A(.z.s,l):.?

j=1|i=1

The problem becomes far
from trivial when one of two
matrices on the left-hand side of
Eq.(1) is unknown. In this case,
the solution is neither guaranteed
to exist nor to be unique. Since
B in Eq.(1) is obtained by
composing A and R, it is
suggestive to view the problem of
determining A from B and R as
a decomposition of B with
respect to R. Let us assume that
a pair of specific matrices B and
R from Eq.(1) is given and that
we wish to determine the set of
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all particular matrices of the form
A that satisfy Eq.(1).

Let each particular matrix
A that satisfies Eq.(1) be called

its solution and let
s(R,B)z{A;R;A:B} denote the set
of all solutions, (the solution
set).

It follows immediately that
when we take the inverse of both
sides of Eq.(1) we will get:

(ReA) " =B~
AT oR" =B"..(3)
note that:

A—1=AT’B—1=BT and R!=RT
that is R™(x,y)=R(y,x)=R" thus
AT =[g:icl,] BT :jedy)
and RT[r,;siel,,jedy)

Now we can solve EQ.(3)

more simply than Eq.(1). Then if
min r; <b; then values & e [04]

iel,

exist that satisfy Eqg.(3) and,

matrix AT exists that satisfies

the matrix equation thus

S(RT,BT)¢¢- When S(RT,BT);t(pv the
A

.
maximum solution [Aj ~(ajiety)

of Eq.(3) is determined by:

a = max(o(r;;.b; )+ (3)

where bj if 1 <b;
“(rjyi’bi){l it
We next determine the set

>bj

§(RT,BT) of its minimal solutions

of EQ.(3) can be determined by
the following procedure:
1- Determine the

AT
J{(A) j:{ieln:max(rjvi,ai):bj}
all jeJ, and then construct
their product

sets
for
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denote elements ] of
()] V) >
B=B;:iedy)

2- For each ﬁej{(AJTJ and

each 1€ |, determine the set

K(Bi)=1ien:p;=if

3- each ﬁeJ((A)TJ
generate the n-tuple
9(8)=(g,(B):i<1,) by taking
b, if K(Bi

6i(8)=| iextp (Bi)= e

0 it K(B,i)=¢
4-  From all the n-tuples
g(B8) generated in step (3)

select all the maximum ones
T T
and [Aj i(gj by pairwise

composition.

For

The resulting set of n-
tuples is the set g(RT,BT) of the
minimal solution of Eq.(3).

Finally the solution set S(RT,BT)

is fully characterized by the

maximum and minimal solutions

in the following sense:
It consists exactly

of the

A

T
maximum solution (A] , all the

minimal solutions and all
elements of A that are between
[ng and each of the minimal
solution.

Formally
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Where the union is taken for

T
all (gj eé(RT,BT)- We got the
set of solutions of EQ.(3). We

must now take the transpose of

.
VAN
(A] and each of the minimal

- T R T T
solutions [Aj that is ((AJJ A
Al | =A

the maximal solutions of Eq.(1).
And ((A]J _ %X the minimal

solution of Eq.(1).
So S(R,B)=LVJ<1:,/:>
A
Example 2; Given

2 1 4 5
R=/0 6 3| B=|5
0 1 3 5

Determine all solutions of

RocA=B
Sol

Take the inverse of the
equation above SO

(ReA) =B = ATeRT =BT ...(1)
Where

2 0 0
RT=[1 6 1
4 1 3

A =[a,a,,8]
Thus, we first must find the
solutions of EQ.(1). So we must

determine whether S(RT BT ): 0,

or not by:
First we determine whether

S(R, B)z @ or not, by:
Min(21.4)=.2<5=h
Min(0,.6,.3)=0<.5=bh,
Min(0,1,.3)=0<.5=h,

B"=[5 5 5]=[b b, b
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Thus  S(RT,B")%¢ [now
sinces(RT,BT)¢¢].We determine

T
the maximum solution (gj of

Eq.(1) by:

a = Max olri,,b; )= Max(5,5.5)= 5

i P
a, = Max o(r;2,b;)= Max(1,11) =1
85 = Max_of{r; 3.b; )= Max(5,5.5)= 5
(QJT (515 Wwe can easily
satisfy (‘&JT cs(r".e7)

N T,
(Aj oRT=BT

200
[51 5|1 6 1|=[5 5 .5

4 1 3
[5 5 5]=[5 .5 5], hence
S(RT,BT )= ¢

Next we apply the four

steps of the procedure for
determining the set S(RT,BT) of
all minimal solution of this
reduced matrix equattion:
1- Employing the maximum
solution (AJT of the

A| =(51.5)
reduced equation, we obtain

] oo
] e
(3] e

hence

J [(KJT J -T19; [(KT ] — 13} 1,3}x {1,3)

={111),@213),2312),133),(311)(313)(331),(333)}
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2- The sets K(p,i) that we
must determine for all

T -
ﬂej[(gj] and all 1€l are

listed in the following table:

K(8.1)
Vi i=1 2 3 |4
@11 23 ¢ & (5 0 0)
@1 3) {12} y {3} (5 0 5)
0| L3l 4 {2} 5 0 3
633 {1} p 23] (5 0 5)
c1y| 23 ¢ |0
(313 {2} ¢ {1,3} (5 0 .5)
(3 31 B4 {2} 5 o 5
(3 3 3) ¢ ¢ {23} 0 0 .5)
3- For each ﬂej[[q ,  we
generate the triples g(p)

which are also listed in table
above.

4- One of the triples g(,B) in
table above is minimal

solution (.5 0 .5). Hence

é(RT,BT):{(AJT (50 _5)} SO we

have the set of solution of
equation (1) as

S(RT,BT)z{AeA:(AjT §A<[AJT}
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So to determine the solutions
of equation AoR =B, we
must take the transpose of

ORO R Ol
B CRH

Now the set S(R,B) of all

solution of the given matrix
equation is now fully captured

[y

(&)

by the maximum solution
R and the minimal
A=|1
5
solution e
A=|0
5
So we have:

S(R,B):{AeA:/VXSAng&}

Example 3

Given {2 .3}, {9}
R= B=
4 5 9
Determine all solutions of
RoA=B
Sol
Take the
equation above

o (Ren)-8)”
(ReA) " =B
—~> A" oR" =B'

where RT:[-Z -4}, B"=[9 .9]
3 .5

inverse of the

=[a; a,]

We first must find the
solutions of EQ.(1). So we must
determine whether S(RT,BT)=¢,
or not by:

First we determine whether

S(R, B)z @ or not by:



Um-Salama Science Journal

Vol.4(3)2007

min (.2,.3)=.2<.9
min (.4,.5)=.4<.9
Thus S(RT,BT )= ¢
We determiner the

T
maximum solution (gj of Eq.(1)

by:
a = max o(r; b, )= mex(9,.9) = .9
a, = mex o(r; »,b; )= mex(9,.9) = .9

T
(Aj ~[9.9]es(RT,BT) hence
S(RT,B" )= ¢

Next we apply the four

steps of the procedure for

determining the set S(RT,BT) for

all minimal solution of this
reduced matrix equation:
1- We obtain

Jl[(AJT]={i cl, ;mx(rj‘l,al}bj} 12)
el )

hence [[An {( ]] 12heii2)
={11) @2) (21) (22);

2- The sets K(/3,i) that we
must determine for all

P J(@T] and all 1€l are
(S

listed in the following table:

K(8.i)
B i=1 2 9(p)
@1 |2 ¢ (9 0)
@2 {1 {2} |9
2|2 4 |9
22 |¢ 1,2} | (0 .9
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3- For each [ A TJ, we
pel (Aj

generate the triples g(p)

which are also listed in table
above.

4- Two of the triples g(ﬂ) in
table above are minimal
solutions (9 0),(0 .9)

é(RT,BT)z{(XT (9 0),[XJT ~(0 .9)}

So we have the set of solution of
equation (1)

S(RT,BT)z{AeA:[XJT gAs(KJT}

Basic procedure to
determine all solutions of

the equation RPA=B_ (1)

1- Take the inverse (transpose)
of both sides of Eqg.(1) this
results in the new equation

AToR" =B .. (2
2- If mlnr <bj

iely
equation has solution
S(RT,B" )= ¢ and the procedure
terminates, otherwise proceed to
step 3.

3- Determine ( j by procedure 1.

then the

.
4- If (‘2‘) is not a solution of

Eq.(2), then the equation has no
solution, S(RT,BT):(p.

5- Determine all minimal
solutions of the reduced equation
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(3) by procedure 2: this results in

c(oT o
S(RT,B7)
6- Determine the solution set of
the reduced equation (3):
1 .y Where the

s(R™,B7)= | HA) ,(Aj J

g
union is taken over all

Y4 T \4
(Aj S(RT,BT}

.
7- Take the transpose of (Xj

and each of the minimal

T
solutions (Lj : this results in the

solution set S(R,B) which is
S(R,B)zu(/vx,ij

A
Procedure (1)

From the vector
(Q)T{Q | iElnjin which Qi:maxo—(rj,i,bj)
where

b, if rj;<b;
_1 ) in ]
O'(rj,ixbj)_|:1 if rj,i >bj

Procedure (2)

1- Permute elements of B'

and the corresponding
columns of RT appropriately to
arrange them in decreasing
order.

2- Determine the set

(3]l

for all jed, and then
construct their cartesian

4]yl
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3- For each {(ATJ and
pell|A
each 1€ |, determine the set

K(Bi)={iedn:B=i}.

A T
4- For each ﬂeJ((Aj J

generate the n-tuple
9(8)=(g;(p):ic1,) by taking
b, if K(Bi
gi(ﬂ){ier%,i) i (ﬁ'_)”’
0 otherwise

5- From all the n-tuples g(/3)

generated in step 4 select only
the minimal ones, this results

in S(R",B")

Note 1: if R;,R, and Rj are
fuzzy relation on XXxY,Y xZ
and XX Z, respectively. Where
RicR,=R; is a
relational equation where “O” is
the Max-Min product
composition. If Rz is unknown in
Eq. R oR, =R; we can find the

fuzzy

maximal solution by the Eq.
RAZ - RlT o sthere
RI (%, y)=Ry(y,x) = Ry(y, )
Example: given
7 51 1 6 5
R1: ! R3:
4 0 .9 9 6 5
Determine maximal solution
of R R, =R,
Sol
7 4 76 5
R,=Rl oRy=|5 0 {l 6 '5}: 5 5 5
1 9 9 6 5 1 6 5
We can easily prove

R, e S(Ry,R;)

R oR, =R®
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7 6 5
~ (7 5 1

RloRz{ } 5 5 5
40 9

1 6 5

16 5| .
9 6 5
Note 2: If A and B are two

fuzzy sets, respectively and R a
fuzzy relation of the set X x Y.
ReA=B where “®” Max
product composition

B(g)=(Re AXy)= v[Rbx.y;)e AGL
if A

find the

A=R" eB

is unknown we can
solution by equation
8
1
5

o1l

We must find the solution:

3 0 4][8
A=RTeB=(5 .7 6]
8 1 5| |5

a, =max(24 0 .20)=.24
a, =max(4 .7 .3)=.7
a;=max(64 1 .25)=1

Example

Given
R

5
7
6

Sol

to prove AeS(R,B) we
must prove Re A =B

max(0 .49 1)
max(.096 .42 .5)

.8

=/1|=B

:
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