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Abstract

An irreversible k-threshold conversion (k-conversion in short) process on a graph G = (V,E) is a

specific type of graph diffusion problems which particularly studies the spread of a change of state of
the vertices of the graph starting with an initial chosen set while the conversion spread occurs according
to a pre -determined conversion rule. Irreversible k-conversion study the diffusion of a conversion of
state (from O to 1) on the vertex set of agraph G = (V, E). At the firststep t = 0,aset S, < V.is selected
and fort € {1,2, ..., }; S; is obtained by adding all vertices that have k or more neighborsin S;_, to S;_;.
Sy is called the seed set of the process and a seed set is called an irreversible k-threshold conversion set
(IkCS) of G if the following condition is achieved: Starting from S, and for some t > 0; S; = V(G).
The minimum cardinality of all the IKCSs of G is called the k- conversion number of G (denoted as
(Cx(@)). In this paper, a new invariant called the irreversible k-threshold conversion time (denoted by
(CT,(@)) is defined. This invariant retrieves the minimum number of steps (t) that the minimum IkCS
needs in order to convert V(G) entirely. CTy (G) is studied on some simple graphs such as paths, cycles
and star graphs. C,(G) and CT (G) are also determined for the tensor product of a path B,, and a cycle
C, ( which is denoted by B, x C,) for some values of k,m,n. Finally, C,(G) of the Ladder
graph L, is determined for n = 2.

Keywords: Graph conversion process, k-Threshold conversion number, k-Threshold conversion time,
Ladder graph, Seed set, Tensor product.

AMS Subiject Classification: 68R10, 05C69, 05C90

Introduction

Let G(V,E) be a graph with |V| = n vertices and
|E| = m edges. The open neighborhood of a vertex
veV is Nw)={u€eV:uv € E} and the closed
neighborhood of v is N[v] = N(@w)U {v}. The
degree of a vertex v (denoted by deg(v) ) is the
number of all vertices that are adjacent to wv.
Therefore, deg(v) = |N(v)| while A(G) =
max{deg(v):v € V(G)}.

The distance d(u, v) between two vertices u and v
of a finite graph is the minimum length of the paths
connecting them®. The diameter of a graph (denoted
by diam(G)) is the length max,, ,,d(u, v) between
any two vertices u and v of the graph? For any
undefined term in this paper, Bickle® is
recommended.
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An independent vertex set of a graph G(V,E) is a
subset of ¥ such that no two vertices in the subset
represent an edge of G. The independence number,
denoted by a(G), is the cardinality of the largest
independent vertex set of G.

An Irreversible k-threshold conversion process on a
graph G is a sequence of subsets Sy, Sy, ... of V(G)
such that for t = 1,2, ...,

St = St—l U {V EV _St'—l: |N(U) N St—ll > k}.

The set S, is called the seed set for the process, and
if S, = V(G) for some finite t then the seed set is
called an irreversible k-threshold conversion set
(IkCS) of G.

Vertices in S; are called "converted" and vertices in
V —S; are called "unconverted"”, and if a vertex v
belongs to both V — S;_; and S;, then v is said to be
"converted at time t". The minimum cardinality of all
the IKCSs of G is called the k- conversion number of
G (denoted as (C, (G)). Itis obvious that C;(G) =1
for connected graphs.

The problem was introduced for the first time by
Dreyer in his doctoral dissertation. Dreyer and
Roberts* found C,(G) for trees. The problem then
was further studied by Wodlinger®, Mynhardt et al.5,
and Shaheen et al.”.

The tensor product® of a path B,, and a cycle C,
(denoted by B, x C,) has the vertex set V (B, X
Cn) ={(i,j):1<i<m, 1<j<n} when
(i, ), (I,r) are adjacent if (i,1) € E(P,) and (j, ) €
E(C,). The Ladder graph L,, is the cartesian product
P, OP,°.

In this paper, a new invariant called the
irreversible k-threshold conversion time (denoted by
(CT(G)) is defined. This invariant retrieves the
minimum number of steps (t) that the minimum
IkCS needs in order to convert V(G) entirely.
CT, (G) is studied on some simple graphs such as the
path P,, the cycle C, and the star graph K, ,,. Then
Cr (P, X Cy) and CTy (P, X C,) are determined for
some values of k, m, n. Finally,

CT, (G) of the Ladder graph L,, is determined for n >

2.

The two following Theorems are preliminary work
that is used in the proofs later in this paper:

Theorem 13: For m = 2 and n = 3: a(P,) = [%]
et =2

Theorem 2%: If G, H are either a path or a cycle;
a(G x H) = max{a(G)|V(H)|,a(H)|V(G)[}-

Theorem 3* For m>2 and n=3: C,(B,) =
m+1], _[n
" e =[]

Definition 1°: A nonempty set U of vertices of G is
k —immune if, forallv e V, [IN(v) — U| < k.

The following are some helpful notes for better
understanding of the next section of the paper:

Note 1: As an immediate consequence of the
definition of IKCS, C,(G) = k for any graph G.

Note 2: As an immediate consequence of the
definition of IKCS, when studying an Irreversible k-
threshold conversion process on a graph G = (V,E)
all vertices {v € V ;deg(v) < k} must be included
in the seed set S,, otherwise the process will fail
because none of these vertices can satisfy the
conversion rule. These vertices are called k-immune
vertices’.

Note 3: It is obvious that a k —threshold conversion
process fails if there exists a k —immune set (U) for
which U n S, = 0.

Note 4: Throughout this paper, the rows of B,, x C,
are denoted by Ri:1<i<mand R; = {([,j):1<
j <n}. Meanwhile, the columns are denoted by
Coil<j<n; CO ={(GQD:1<i<m} The
same notations are used for the ladder graph L,,.

Note 5: In every figure of this article, the black color
is assigned to the converted vertices while the white
color is assigned to the unconverted ones. All edges
that extend beyond the border of the B,, x C,, grid are
assumed to wrap around to the opposite side.
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Results and Discussion

Remark 1: In this paper, optimization is used for two
parameters (the size of the seed set and the number
of steps). However, these two parameters are not
equally important. The priority is always to minimize
the seed set S, (by determining C,(G)), then the
parameter CTy (G) retrieves the minimum number of
steps of all the processes initiated by seed sets of
cardinality C (G).

Definition 2: Let S, be an IkCS of a graph G =
(V,E). The time of the irreversible k-Threshold
process that is initiated by S, is the number of steps
needed for the conversion to reach every vertex of
V(G) starting from S,.

Definition 3: The irreversible k-Threshold
conversion time of a graph G (denoted by CTy (G)) is
the minimum time of all IkCSs with cardinality
C,(G) of G.

Proposition 1: For any graph G = (V,E) with |[V] =
n and for any non-trivial conversion threshold
(1<k <A(G)), the irreversible k -Threshold
conversion time CTy (G) is well defined because it is
bounded by the following lower and upper bounds:

1<
CTk(G) <n-—k
1

Proof:

Due to the definition of Irreversible k-threshold
conversion processes, the following remarks can be
made:

i. CT,(G) =1 because when k < A(G), Sy #
V(G) when |S,| = C(G).

ii.  CTx(G) < n — k because the process fails if
there exists a step t for which S; = S;_; #
V(G), therefore it is necessary to add at least
one vertex to S, during every step of the
process, but considering that |S,| = k, then
|S;|=k+1;, |S;]=k+2 and the
argument applies for any step t which
means:

Foranystep1 <t < CTy(G); |S¢| =k +t

Therefore, |Scr, )| = k + CTi (G).
However, S¢r, () = V(G) which means

[V(G)| = k + CT,(G), thus CT;(G) < n —
k.

From i and ii the requested is concluded.O

Proposition 2: For any connected graph G =
(V,E); CT(G) = 1when k = A(G).

Proof:

Since all vertices of degree deg(v) < A(G) are k-
immune, they must be included in the seed set S, or
else the process automatically fails. Let a and b be
two adjacent vertices from V(G) with deg(a) =
deg(b) = A(G). If neither a nor b belongs to S,,
then {a,b} forms an unconvertable set because
neither a nor b can be adjacent to k converted
vertices at any step of the process. This means that
there cannot be two adjacent vertices of V —S,.
Therefore, for any vertex x € V(G) the following
cases must be considered:

Case 1: deg(x) < A(G). This means x € S,.

Case 2: deg(x) = A(G). Then following two sub-
cases must be discussed:

Case 2.a: x € S.

Case 2.b: x ¢ S, and x is adjacent to k vertices from
So- Therefore, x satisfies the conversion rule and is
converted at step t = 1.

From the previous cases; V(G) is entirely converted
at the end of step t = 1. Therefore, CT,(G) = 1.0

Observation 1: As an immediate consequence of
Proposition 2, CT, (G) = 1 for all k-regular graphs.

Observation 2: For all connected graphs, CT; (G) <
diam(G).

Observation 3:

1. CTy(R) = EJ Where P, is the path graph of
ordern >2and Sy = {aln_ﬂj}.
2

2. CTy(Cy) = EJ Where C,, is the cycle graph

of order n>3. S, contains only one
arbitrary vertex.
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3. CTy(Kyn) = 1. Where K; ,, is the star graph
of order n >3 and S, contains only the
central vertex (the vertex of degree ).

Proposition 3: Forn > 3:

lif k=1andnis odd;
2if k =1and nis even;
nif k = 2.

i, Cu(P,XCp) =

i. CT,(P,xCp,) =
nif k =1and nis odd;
g if k =1andnis even;
lif k =2.
Proof: The following cases for k should be
considered:

Case 1: k = 1. Let us consider the following sub-
cases for n:

Case 1.a: n is odd. Therefore, P, X C,, is
isomorphic to a cycle C,,,. This means:

o (Cy(P,xCy)=1 since
connected.

e (T;(P, x C,) = n by Observation 3.

P, xC, is

Case 1.b: n is even. Therefore, P, X C,, is
isomorphic to the sum of two cycles Cj, + C)/
defined as:

n
Ch = {(1,2i+1),(2,2j):0 <isz-1L1<)
n
SE};

n
e ={12),22i+1:0<i< S L1

n
< E}'
Thismeans S, = {x,y:x € C,, and y € C,/} which
makes C,; (P, X C,;) = 2. Since the conversion
processes run separately on C;, and Cy,, then

n

CTy(P, X Cy) = CTy(Co) = CTa (6 = [5] = %
Case 2: k = 2. In a similar way to Case 1 both sub-
cases for n are considered as follows:

Case 2.a: n is odd. Since P, X C,, is isomorphic to
a cycle C,,,, then:

o (,(P, X C,) = Cy(Cy,) =n by Theorem 3.

o (TP, X Cp) =CTy(Cp) =1 by
Observation 1 since C,,, is 2-regular.

Case 2.b. n is even. Since P, X C,, is isomorphic to
the sum of two cycles C,, + C};, then:
o C(PyxCy)=2C,(C)=2G)=n by
Theorem 3.
o CTy(Py X Cy) = CTy(Cp) = CT,(C;) =1
by Observation 1 because C,,C,' are 2-
regular.
From the previous cases and sub-cases, the
requested is proven. O

Proposition 4: Forn > 3:

i. Cz(P3 X CTL) =n.

Proof: It is obvious that V(P; x C,) can be divided
based on vertex degree into two subsets:

Q ={v eV;deg(v) =2}
={(1,),B.):1=sj=sn}

Q={veV,deglv) =4} ={(2,j):1<j<
n}h

For 1 < j < nletus define some special sets on P; X
C, as:

Wi={1;-D,Qj+1,2)Gj-D}
X ={1Lj-D,Qj+D,2NGj+D}
YV ={1j-1D,2N.Gj-D,Gj+D}
Zz;={1Lj+D,2NGJji-DGj+ D}k

Each version of any of these sets cannot be converted
at any step if it does not contain at least one vertex of
S, because it consists of:

o three vertices of degree 1 that are adjacent to
one vertex of the same set.

e One vertex of degree 4 that is adjacent to
three vertices of the same set.

Fig 1 shows that W5, X5, Y5 and Z5 are 2-immune on
P; X Cs. (In Fig 1 the vertices of W5 are denoted by
{wi, w,, w3, w,} and the same notation style is used
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for X3,Y; and Z3). Since for all w e W, [N(w) —
W| < 2 = k; then these sets are 2-immune

Figure 1. 2-immune sets W3, X3,Y3 and Z3 on P3 X Cs.

Let us now try to distribute only three vertices from
So on the four columns C0,, COs, COg, CO, of P53 X
C1o Without leaving any unconverted version of
W;, X;,Y;,Z;:j € {56}. The following cases are
considered:

Case 1: (2,5),(2,6) ¢ S,. Let (1,4),(3,4),(1,7) €
So- This would leave Yy N S, = @ and since Yy is 2-
immune, then and the process fails. Without loss of
generality, a 2-immune set will be left if neither
(2,4),(2,5) isincluded in S,.

Case 2: Only one of (2,5),(2,6) belongs to S,. Let
us assume that (2,5) € S, taking into consideration
that without loss of generality, the same argument
applies if (2,6) € S,. Since (2,5) € S, this leaves
two converted vertices to be distributed in a way that
does not leave any of W, X, Ys, Zg unconverted.
This is achievable if the two converted vertices were
two vertices from {(1,5), (1,7), (3,5), (3,7)}.

Let us discuss the possibilities of the two chosen
converted vertices in regards to the following sets:

Bl = {(1'5)' (2'4)}' BZ = {(2'4)1 (315)}1 B3 =
{(1'6)' (2'7)}' B4 = {(2'7)' (3'6)}

Case 2.a: The two converted vertices are
(1,5),(3,5). This would prevent leaving any of
W, X¢, Ye, Z¢ unconverted. However, it would also
leave B3, B, fully unconverted, this means both
(1,8), (3,8) need to be included in S, to avoid having
unconverted W, X,,Y,,Z,. Therefore, 5 vertices

from the 5 columns C0O;: 4 < j < 8 must be included
in S, or else the process automatically fails.

Case 2.b: Only one of the two chosen converted
vertices belongs to {(1,5), (3,5)}, if itis (1,5), then
B,, B3, B, are all left unconverted therefore in
addition to (1,8), (3,8) this means one vertex from
{(1,3), (3,3)} must be included in S, to avoid leaving
Y, unconverted. Therefore, 6 vertices from the 6
columns C0O;:3 < j < 8 should be included in S, or
else the process automatically fails. Without loss of
generality, the same result is obtained if (3,5) € S,.

Case 2.c: In order to prevent leaving any of
Bi, By, B3, B, entirely unconverted, the two chosen
converted vertices should be (2,4), (2,7). However,
that would leave W, X¢, Y¢, Zs unconverted and the
process automatically fails.

From all the cases and subcases and without loss of
generality it can be concluded that the n — 2 columns
C0j:2 <j <n-—1 must include n vertices of S,
and since (2,1) is adjacent to each of (1,n),(3,n)
while (2,n) is adjacent to each of (1,1), (3,1), then
the same argument applies to CO; and CO,.
Therefore:

C,(Ps X Cy) =n 2

Let the seed set be S, = {(2,j):1 <j < n} which is
of cardinality n. The process goes as follows:

t=0:5,={(2,j):1<j<n}
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t=1:5=SU{1,),GB):1<j<n}=
V(P; X Cy,). This means S, is an 12CS on P; X C,
and C,(P; X C,) <n. From 2 it can be concluded
that C,(P; x C,,) =n for n > 10. However, since
(2,1) is adjacent to each of (1, n), (3,n) while (2,n)
is adjacent to each of (1,1),(3,1), then the same
argument applies for all values of n > 3. Therefore:
C,(P3xCy,)=n for n>=10, which means
CT,(P; X C,) <1, but since Sy, # V(P; X Cy) then
CT,(P; X C,) =1 which means CT,(P; X C,) =1
forn > 3.

From all the above the requested is concluded.O
Proposition 5: Forn = 3:

i. C3(P3 X CTl) = 2n.

Proof: It is obvious that all vertices of Q, are 3-
immune therefore they must be included in S, which
means C3(P; X Cp) = |Q1] = 2n. Let Sy =Q; =
{(1,)),(3,)):1 < j < n} be the seed set, then S; =
So U Q1 =V (P; X (). This means S, is an I3CS on
P; x C,, and C3(P; X C,) < 2n. Therefore, C5(P; X
C,) = 2n.

It can also be concluded that CT;(P; X C,,) < 1 and
since Sy # V(P; XCy), then CT3(P3xC,) =1
which means CT5(P; X C,) = 1. From all the above
the requested is proven.O

Proposition 6: Forn = 3:

2n+1if nis odd;

i. Cs(P4XC")={2n+2ifnis even.

nif nis odd;

i CT3(P X Cy) = {% if nis even.

Proof: Since V(P; x C,,) can be divided based on
vertex degree into two subsets:

Q1 ={v eV;deg(v) =2}
={L) &)):1<j<n}

Q={veV;deg(v) =4} ={(2,),Bj)r1<)<
n}

it is obvious that all vertices of Q, are 3-immune
which means Q; € S,. Let S, = Q; be the seed set,

then S; = Sy # V(P, X C,,) and the process fails.
This means:

C3(P, X Cy) > 2n 3
Now let us consider the two following cases for n:

Case 1: nis odd. Let the seed setbe S, = Q; U
{(2,1)} which is of cardinality 2n + 1. The process
goes as follows:

S, =S,U{(3,2),3.n} S, =5 U{(23),2n-
1)}1 S3 = SZ u {(3:4)' (2,7’1 - 2)}’

For 2<t<n-1 and t is even: S; =S,V
{2,t+1),2n—-t+1}

For 3<t<n—-2 and t is odd: S; =S;_,;U
{B,t+1),Bn—-t+1}

The process ends at t = n for which S,, =S,_; U
{B3,1}=VvEP, xC,). Therefore, S, =0Q;U
{(2,1)} is I3CS which means if n is odd:

C3(Py X Cp) <2n+1 4

FromEgs 3and 4; C5(P, X C,) = 2n + 1ifnisodd.
Without loss of generality and due to symmetry, the
same argument applies for any S, = Q; U {x:x €
R, U R3} and the same results is obtained. Therefore,
CT3(Py X Cp) = nifnisodd.

Case 2: nis even. Due to (3); C3(P, X C,) > 2n. It
is obvious that R, U R; = M; U My:
n
M; ={(22i+1),(32/):0<i< - L1<)

n
<_.
<2

n
M, ={(2,2)),32i+1):0<i <5-Lils<j
n
<=}
<5}

It is noticeable that each one of Gy, , Gy, is a cycle of
order n. It can also be noticed that Gg,yr, = Gu,um,
is not connected because no vertex of M, is adjacent
to any vertex of M, and vice versa. This means Q; U
{x:x € R, UR3}isnotan I3CS on P, X C,, because
the conversion will not reach any vertex of M, if x €
M; and vice versa, therefore one more vertex must
be added to S, so it becomes:
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So=Q;U{x,y:x e M;andy € M,}. Let us
choose x = (2,1),y = (3,1). The process goes as:

SO = Ql U {(2!1)! (3!1)}’ Sl = SO U
{(2,2),(3,2),(2,n), B,m)};
For2<t<>-1:8,=S_,U{2t+1),(2n-
t+1),3,t+1),G@Bn—-t+1)}

The process ends at t = %for which Sn = Sn_, U

2 2

{(2,% +1), (3,2 + 1)} =V(P, X Cp).

Therefore, Sy = Q1 U {(2,1)} is I13CS which means
C3(Py X Cy) < 2n+ 2 if nis even. This means that
C3(Py X Cy) = 2n+ 2 if n is even. Without loss of
generality and due to symmetry, the same argument
applies for any So=Q,U{x,y:x € M;andy €
M,} and the same results are obtained. Therefore,
CT3(P, X C,) = 2 if nis even. From all the previous

cases the requeated is proven.O
Proposition 7: Forn > 3:

i. C3(P5 X CTL) ==

{5771 if n=0(mod 4);
5n+1 . _

! > if n=1,3(mod 4);

lSZ_n+ 1if n =2(mod 4).

ii. CT3(PsxCy)=2.
Proof: In a similar way to previous cases, V(P; X

C,) can be divided based on vertex degree into:

Q1 ={veV;deg(v) =2}
={@LNG1=sj<snk

Q:={veV;deg(v) =4} =
{@)DG)D&N:1<j<n}

Since k = 3, all vertices of Q; must be included in
So. Letus define the sets Uj:2 < j<n-—3asU; =
{3,/),2,j+1),(4,j+1),(3,j+2)} It can be
noticed that for any j then U; is 3-immune because
each vertex of u € U; is of degree 4 and is adjacent
to two vertices of U;. Fig 2 shows that U; is 3-
immune on Ps; X Cs which means if U; NSy =@
then the process fails even when S, =V — Us.

1 2 3 4 5
1
2
3
4
5

Figure 2. 3-immune U3 on P5 X Cs.

This means every set {(2,)),(3,)),(4,)),(2,j +
D,Gj+1), 4 +1,2j+2),Gj+
2),(4,j+2):2<j<n-—2} must contain at least
one vertex of Sy, otherwise at least one version of
UinSy =@ will be left on Ps x C;, while as shown
in Fig 3, every set U/ = {(2,/),(3,/),(4.)),(2,j +
D,Gj+1), 4 +1,2j+2),Gj+
2),(4,j+2),2,j+3),3,j+3),4j+3):2<

Jj < n—4} must contain at least two vertices of S,
otherwise at least one version of U; N S, = @ will be
left on P5 X C,, and the process will fail.
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Figure 3. the bold squares and circles represent 3-immune sets on an arbitrary U}
when |Ujn S| = 1.

Since each vertex of (2,1), (3,1), (4,1) is adjacent to
two verices of €O, while each of (1,1),(5,1) is
adjacent to one vertex of CO,, (and vice versa), then
the same argument studied above applies to
C0,,C0,_1,C0O,. This means every Uj:1<j<n
must contain at least two vertices of S,. The
following cases for n are considered:

Case 1: n=0(mod 4). As it was found out, in
addition to Q, at least 2(%) = gvertices of Q, must
be included in S, to avoid leaving any version of U;
for which UjnS,=@. This means for n=
0(mod 4):

C3(Ps X Cp) 2 2n+ =2 5
Let the seed set be Sy, = Q, U{(3,4l+1),(34l +

2):0 <1 <% — 1} which is of cardinality 52—” The
process goes as follows:

t=0:Sy=0,U{(B4l+1),(34l+2):0<1<
n -

P

t = 1:51 =50U{(2,l),(4,l)1 < l Sn}

t=2:5, =5 U{B4l+3),(34l+4):0<l<
%— 1} = V(Ps x C,,) which means S, is an 13CS on

Ps x C,,. Therefore, C3(Ps X Cy,) < 5771 From (5) itis
obtained that C (P5 X C,) = =" if n = 0(mod 4).
It can also be concluded that CT5(Ps X C,,) < 2.

Looking at Fig 2, it is noticeable that converting all
vertices of Uj’ in one step starting from two converted

vertices is impossible. This means CT5;(Ps X C,,) =
2 ifn = 0(mod 4).

Let us define S, for the remaining cases. However,
the process in these cases goes similarly to Case 1
(with the same number of steps):

Case 2: n = 1(mod 4).

So=QU{(BA4Al+1),(34l+2):0<1< EJ _
1} U {(3,n)} of cardinality "=,

Case 3: n = 2(mod 4).
So=QU{(BA4Al+1),(34l+2):0<1< EJ _
1} U {(3,n — 1), (3,n)} of cardinality 52—" +1.
Case 4: n = 3(mod 4).

So=QU{(BA4l+1),(34l+2):0<1< EJ -

13U {(3,n - 2),(3,n - 1)} of cardinality .
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From all the previous cases the requested is
concluded.O

Proposition 8: Form,n = 3;

o Ca(Bp X Cp) =
nm — max{(n — 2) [mT_Zl ,(m—2) lnT_ZJ} if mornisodd;

mn+2m+2n—4 .
— if mand n are even.

CTy(Pp X Cy) = 1.

Proof: Since k = 4, all vertices of Q; = Ry UR,,
must be included in S,. Otherwise, the process
automatically fails. Since every u € Q, = V(B, X
C,) — Q is of degree 4, there cannot be two adjacent
unconverted vertices of Q, at t = 0 or else neither
one of these two vertices will satisfy the conversion
rule at any step of the process, therefore the process
fails. To avoid that, @, — S, must be independent. In
order to make S, as small as possible, Q, — S, must
be as large as possible, thus Q, —S, must be the
largest independent set of the graph G,, which is
induced by Q, on B, X C,, which means |Q, —
Sol = a(Gg,). It is noticeable that G, represents a
P, X Cy,—, graph. Therefore, due to Theorem 2 it
can be concluded that a(Gy,) = a(Pp—z X Cp_p) =
max{a(Pm_2)|Ch2|, |Pm—2la(Cy,—3)} and the
smallest seed set S, on B,, X C,, that contains @, and
guarantees not leaving two adjacent unconverted
vertices from Q, is of cardinality:

[Sol = Q1] + Q2| — a(Pp—z X Cp—3).
Theorem 1 this means:

Due to

Cy(Pp X B) = nm — max{(n — 2) [m—_zl (m—

2) l J} However, in case m,n are even, then
[mz 2 l nz_z, then max{(n —
2 r“Tﬂ,cm—a [y = D e
Co(Pp X Cy) = nm — L2202

2
and thus proving the requested in (i).

means
mn+2m+2n—4

Since k=4=A(G) and by Proposition 2;
CT4(P,, X Cyp) = 1form,n > 3.0

Proposition 9: For n > 2; CT,(L,) = [nﬂl.

Proof: It is known that C;(L,) =1 since L, is
connected. Let us consider the following cases for n:

Case 1. n is odd.

n+1

Let the seed set be Séo) ={(1, —)} the process

goes as follows:

n+3 n+1

=), @25y
25,250, ”*3)}
5

SO =5y {(1 .4,

n+5

50 =

For = St(o)1

{(1'n—22t+1) ( n+2t+1) (2 n-— 2t+3) (2’n+22t 1)}

={(1,D,(2r):
l<n+2t+1.n—2t+3< <n+2t—1
- 2 7 2 T T 2 }-

3<t<"—'1-

n— 2t+1

SO =@, @r:1<l<m2<r<n-1}
2

(0)

The process at t <=~ L for which Sn+1 = S,(f)l U
2

{(2,1),(2,n)} = V(Ln). Due to symmetry purposes,
the same result is obtained if Séo) ={(2, "+1)} Now

Let us study the process if a different vertex from the
upper row is chosen as the seed set as follows:

n+1

={l,—/-0D=

1<i<—

n-3, Sél)

For :
2

(1,

SO =

any
n— 21+1)}

(l) U {(1 n—2i- 1)’ (1’n—22i+3)’ (Zln—22i+1)};

SO =

{( n—-2i— 3) (1 n-— 21+5) (z'n—zzi—l)’ (Zln—22i+3)};

pION

n—2i—1_ _ S(i) U

n-2i+2t-1

2,

s®

n—2i—-2t+3
), (

3<t<

), (1,

For
{,

n-2i-2t+1 n-— 21+2t+1)

(2,

{(11)(2 ) n-—2i— 2t+1£l£
n-2i+2t-1

n—-2i+2t+1 n-2i- 2t+3
; <r<®T2Ty
2 2 2

S ®

n-2i+1 2i+1

2i)};

=50,
2

u{(l,n—2i+1),1),2n-

n—2i+3 n+2i-1,

For <t<

2 2
{(1 n— 21+2t+1), (Z,n_ZLZZt_l)}

SO =58y
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={(1,l),(2,r):1slsw; 1<r<
n—-2i+2t-1 -,

—

Sr(l?u1—{(1,1).(2,7‘):1S13n; l<r<n—

1};

+2i+1
The process ends at t = ——

for which S,E?Zm =
2

S V{2 )} = V(Ly).

T2

n—1
It is easy to notice that for i = == then S§ )

{(1,1)} and in this distinct case the process goes as
follows:

s$7) —tany st = (a2, oy

1
@El (211
For 2<t<n-1. §, 2 =52 u{(l,t+
1),2,0}={1D,@2r1<lI<t+1,1<r<
th

) )

(5) _

The process ends at t =n for which S, ?/ =
502 ut@my = v,

It is concluded that forany 1 < i < n—_l the process

n+2i+1 n+1
_— > —

ends at = . This means the lowest

value of tf;n, is obtained when i = 0 and due to
symmetry, the same result is obtained if S(i) =

{Q, n—+1+ i):1<i< —} It is also obvious that

the same study applies similarly if Sél) C R,. All of

the above leads to the conclusion that for n > 3;
n+1 n+1

CT,(L,) = — = |—|ifnid odd.

Case 2. n is even. By following the same argument
of Case 1, for n>2; CT;(L,) is obtained by

choosing So={xx €{(1L).A,5+
1).(2, E) (2, 2 + 1)}, for which the process ends at

=__}_1_[n+1

From Case 1 and Case 2; CT,(L,) = [nTH] forn >
2.0

Proposition 10:
{nT_l if nis odd;

n—1if niseven.

Forn > 2; CT,(L,) =

Proof: For 1<j<n—1;LetW, = C0; U CO,,;.

It was implied in a previous paper by the authors that
n+1

C,(Ly) = [—] for n = 2. This conclusion was
obtained due to the following sets being 2-immune:
R1;R2;COy1; COp; {W;: 1 < j <n—1} because for
any u€U when U E€({Ry, Ry COq,CO Wi}
[N(u) — U] < 2. This means when creating S, the
following cases for n must be considered:

Case 1: n is odd.

To avoid leaving any unconvertible 2-immune sets
one vertex from each odd indexed column must be
included in S,. However, the process thenends at t =
0. Therefore, it is necessary to include one more

vertexin S,. LetS(O) {(1 2l + 1) 0<I< —} u

n+1

{(2, —)} which is of cardlnallty — By tracking

the process in a similar way to PI’OpOSItIOh 9, the
process goes as:

SO = {120+ 1):0< 1< n—_l}
U {(2 )} S1

={(1,l).1 <l<n}

n—1 n+3
U 21 121
(2= @—

)}

n—-1

For 2<t<T St=5t_1U

(=5, = @mn:1<i<

n+2t1 n+2t+1
n, ——<r<——}

The process ends successfully at t}?ﬁal n—l and
similarly to Proposition 9; (® o2 for any

' “final —

SO = {(121+1) o<z<—}u{(2 ”—+1$
DE1<i< T' This  means t}?)ml = nT_l =

min{t{),,} for 0 < i <™. Due to symmetry the
same result is obtained in the case of alternating
between R, and R, when creating Séo). From all the

above; CT,(L,) = n%lfor n > 3if nis odd.
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Case 2: n is even.

To avoid leaving any unconvertible 2-immune set on
L,, when distributing the ["Zill seed vertices, let us
consider the following cases (options):

Case 2.a: Include one vertex from each even indexed
column and one vertex of CO, in S,.

Case 2.b: Include one vertex from each odd indexed
column and one vertex of CO,, in S,.

In both subcases there cannot be any other vertex
located freely (unlike Case 1). For Case 2.a, the
process goes as:

Conclusion

In this paper a new invariant called the irreversible
k-threshold conversion time (denoted by CT;, (G) was
defined. This invariant retrieves the minimum
number of steps (t) that the minimum IkCS needs in
order to convert V(G) entirely. CT,(G) was also
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