
Baghdad Science Journal Baghdad Science Journal 

Volume 22 Issue 2 Article 21 

2025 

Hopf and Zero-Hopf Bifurcation of the Four-Dimensional Lotka-Hopf and Zero-Hopf Bifurcation of the Four-Dimensional Lotka-

Volterra Systems Volterra Systems 

Sirwan A. Mustafa 
Department of Mathematics, Faculty of Science, Soran University, Erbil, Iraq, 
sam250h@maths.soran.edu.iq 

Niazy H. Hussen 
Department of Mathematics, Faculty of Science, Soran University, Erbil, Iraq AND Department of 
Mathematics, College of Education, Salahaddin University, Erbil, Iraq 

Follow this and additional works at: https://bsj.researchcommons.org/home 

How to Cite this Article How to Cite this Article 
Mustafa, Sirwan A. and Hussen, Niazy H. (2025) "Hopf and Zero-Hopf Bifurcation of the Four-Dimensional 
Lotka-Volterra Systems," Baghdad Science Journal: Vol. 22: Iss. 2, Article 21. 
DOI: https://doi.org/10.21123/bsj.2024.9456 

This Article is brought to you for free and open access by Baghdad Science Journal. It has been accepted for 
inclusion in Baghdad Science Journal by an authorized editor of Baghdad Science Journal. 

https://bsj.researchcommons.org/home
https://bsj.researchcommons.org/home/vol22
https://bsj.researchcommons.org/home/vol22/iss2
https://bsj.researchcommons.org/home/vol22/iss2/21
https://bsj.researchcommons.org/home?utm_source=bsj.researchcommons.org%2Fhome%2Fvol22%2Fiss2%2F21&utm_medium=PDF&utm_campaign=PDFCoverPages
https://doi.org/10.21123/bsj.2024.9456


BAGHDAD SCIENCE JOURNAL 2025;22(2):605–622 Scan the QR to view
the full-text article on
the journal website

RESEARCH ARTICLE

Hopf and Zero-Hopf Bifurcation of the
Four-Dimensional Lotka-Volterra Systems

Sirwan A. Mustafa 1,*, Niazy H. Hussen 1,2

1 Department of Mathematics, Faculty of Science, Soran University, Erbil, Iraq
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ABSTRACT

In this work, the four-dimensional Lotka-Volterra model (4DLV) involving four species in a constant environment is
considered. The objective of this investigation is to study the local bifurcations occurring in the system. This system
has at most sixteen possible equilibrium points. One of the equilibrium points is considered in order to investigate
the periodic solutions that bifurcate from the Hopf and the zero-Hopf equilibrium points, respectively. It has been
proven that, five families of sufficient conditions exist on the parameters of the system in which the Jacobian matrix at
equilibrium point has a pair of purely imaginary ± iω, ω > 0 and two non-positive eigenvalues. Moreover, eight families
of sufficient conditions exist on the parameters in which the Jacobian matrix at the equilibrium point has a pair of purely
imaginary eigenvalues ±iω and at least one of the other eigenvalues is zero. Next, this investigation reveals that certain
four-dimensional Lotka-Volterra subsystems exhibit one periodic solution bifurcating from the Hopf equilibrium point
and three periodic solutions bifurcating from the zero-Hopf equilibrium point respectively. The averaging method in any
order for computing periodic solutions consists of providing sufficient conditions for the existence of periodic solutions
in polynomial differential systems by studying the equilibrium points of their associated averaged systems. Then, the
main tool utilized is the first-order averaging method to compute periodic solutions that bifurcate from the Hopf and
zero-Hopf singular points of the four-dimensional Lotka-Volterra system under certain conditions. Finally, the obtained
theoretical results are supported and verified by numerical examples.

Keywords: Averaging theory, Lotka-Volterra system, Periodic solutions, Quadratic polynomial differential system, Zero-
Hopf bifurcation

Introduction

In biological populations theory, Alfred Lotka and Vito Volterra separately proposed the Lotka-Volterra
systems in 1925 and 1926, respectively. These systems describe the interaction of n species. There are n
first-order differential equations in them.

dxi (t )
dt

= xi (t )

bi +

n∑
j=1

ai j x j (t )

 , i = 1, . . . , n, (1)

where bi > 0 is the growth rate of the i th population, ai, j/bi are interaction coefficients that determine how
much the j th species affects the i th population’s growth rate, and xi(t ) represents population’s size at time t.
Numerous mathematical models in fields like as physics, ecology, economics, etc. have used this framework as
their foundation.1 This system provides a simplified model of prey-predator interactions.
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Our consideration is started with the following 4DLV system:2


.
x = x

(
a1 + a11x+ a12y + a13z+ a14w

)
,

.
y = y

(
b1 + b11x+ b12y + b13z+ b14w

)
,

.
z = z

(
c1 + c11x+ c12y + c13z+ c14w

)
,

.
w = w

(
d1 + d11x+ d12y + d13z+ d14w

)
,

(2)

as a model for the competition of the four biological species (x, y, z and w are written instead of x(t ), y(t ), z(t )
and w(t ), respectively). In this model, each of variables x, y, z and w describes the number of individuals of
species (so that x, y, z,w > 0), also a1, b1, c1, d1, a1 j, b1 j, c1 j, d1 j for j = 1,2,3,4 are real parameters which
are the interaction coefficients, and the a1, b1, c1, d1 are parameters that depend on the environment. For
instance, if one of a1, b1, c1, d1 is greater than zero, it means that this species is able to increase with food
from the environment, while if one of a1, b1, c1, d1 is smaller than zero, it means that this species cannot
survive when left alone in the environment. One can also have some of a1, b1, c1, d1 be zero, which means
that the population stays constant if the species do not interact.

The Hopf bifurcation in a differential system happens when a complex conjugate pair of eigenvalues of a Jaco-
bian matrix at a singular point becomes purely imaginary eigenvalues. As a result, a Hopf bifurcation can arise
only in systems of dimension two or higher. The crucial aspect is that Hopf bifurcation is concerned with the
birth or death of a periodic solution as it emanates from or shrinks onto a singular point, the focus. Hopf bifurca-
tion has been vastly investigated by many researchers.3–5 Hopf bifurcation, as is well known, produces periodic
solutions, which are characteristic oscillatory behaviors of many nonlinear systems.6–8 Here, the first object is
studying the Hopf bifurcation in system (2). A singular point of system (2) having eigenvalues ±iω and nonpos-
itive real numbers α, β with nonpositive α, β ∈ R such that αβ 6= 0 is called the Hopf equilibrium. The second
object is studying a zero-Hopf bifurcation in system (2). So, a singular point of system (2) having eigenvalues
±iω and other eigenvalues which are zero is called the zero-Hopf singular point. Such a kind of bifurcation is
described in.9,10 It is known that Lotka–Volterra systems can demonstrate zero-Hopf singular points.10

A closed orbit 0ε of system (2) bifurcates from the singular point if it tends to it as ε → 0. The study will
explore the existence of periodic orbits of system (2) in the neighborhood of the singular point when ε equal to
zero. The zero-Hopf and Hopf bifurcations are the bifurcations in a neighborhood of an isolated singular point.
It is common for a small-amplitude periodic orbit to either appear or disappear around this kind of singular
point if the stability type of this point changes when it varies near zero. Such a kind of bifurcation is described
in.11 Then a natural question is: how many periodic orbits can bifurcate from system (4) with a zero-Hopf or
the Hopf singular point inside the class of all Lotka-Volterra systems (2). Therefore, the existence of the number
of periodic orbits which can bifurcate from a zero-Hopf singular point as well as the Hopf singular point when
this is perturbed inside the class of all systems (4) is studied, see Theorems 1 and 2 which are the main results
in this investigation.

There are a few investigations on system (2); Kowgier2 showed that how survival probabilities of four
populations alter with an assumption that they arrived an equilibrium level given by the same member of
individuals. Farhan et al.12 investigated the stability of the four-dimensional Lotka-Volterra model. Wang and
Xiao13 explore the method of occurrence of chaotic behavior and studied numerically that a periodic orbit by
Hopf bifurcation can undergo successive period doubling cascade of system (2).

Computing the periodic solutions may be done in a variety of methods, such as using the bifurcation theory,
Melnikov integral, and Poincare return map, the Center manifold theorem and Normal forms. To find the
number of the periodic solutions which bifurcate from a zero-Hopf and the Hopf point, the first-order averaging
technique is used. As you can see in,14,15 one of the most crucial methods for analyzing periodic orbits for
second- and higher-order differential systems is the averaging technique. The publications written by Djedid
et al.16 have further information on the averaging theory.

The focus is on the existence of periodic solutions for the differential system (2) that bifurcate from a single
singular point with eigenvalues ±iω and two zeros.

Hopf and zero-Hopf singular points

System (2) has sixteen Ei, i = 1, . . . ,16 singular points which are calculated in.9 Only the following equilibria
Ei can have a pair of purely conjugate complex eigenvalues
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E1 =

(
0,−

b1c13 − b13c1

b12c13 − b13c12
,

b1c12 − b12c1

b12c13 − b13c12
,0
)
, such that b12c13 − b13c12 6= 0,

E2 =

(
−

a1c13 − a13c1

a11c13 − a13c11
,0,

a1c11 − a11c1

a11c13 − a13c11
,0
)
, such that a11c13 − a13c11 6= 0,

E3 =

(
−

a1b12 − a12b1

a11b12 − a12b11
,

a1b11 − a11b1

a11b12 − a12b11
,0,0

)
, such that (a11b12 − a12b11 6= 0,

E4 =

(
0,0,−

c1d14 − c14d1

c13d14 − c14d13
,

c1d13 − c13d1

c13d14 − c14d13

)
, such that c13d14 − c14d13 6= 0,

E5 =

(
0,−

b1d14 − b14d1

b12d14 − b14d12
,0,

b1d12 − b12d1

b12d14 − b14d12

)
, such that b12d14 − b14d12 6= 0,

E6 =

(
−

a1d14 − a14d1

a11d14 − a14d11
,0,0,

a1d11 − a11d1

a11d14 − a14d11

)
, such that a11d14 − a14d11 6= 0,

E7 =
1
η1

(
−(a1b12c13 − a1b13c12 − a12b1c13 + a12b13c1 + a13b1c12 − a13b12c1), (a1b11c13 − a1b13c11 − a11b1c13

+ a11b13c1 + a13b1c11 − a13b11c1),−(a1b11c12 − a1b12c11 − a11b1c12 + a11b12c1 + a12b1c11 − a12b11c1),0
)
,

E8 =

(
0,−

1
η2

(b1c13d14 − b1c14d13 − b13c1d14 + b13c14d1 + b14c1d13 − b14c13d1),

1
η2

(b1c12d14 − b1c14d12 − b12c1d14 + b12c14d1 + b14c1d12 − b14c12d1),

−
1
η2

(b1c12d13 − b1c13d12 − b12c1d13 + b12c13d1 + b13c1d12 − b13c12d1)
)
,

E9 =

(
−

1
η3

(a1c13d14 − a1c14d13 − a13c1d14 + a13c14d1 + a14c1d13 − a14c13d1), 0,

1
η3

(a1c11d14 − a1c14d11 − a11c1d14 + a11c14d1 + a14c1d11 − a14c11d1),

−
1
η3

(a1c11d13 − a1c13d11 − a11c1d13 + a11c13d1 + a13c1d11 − a13c11d1)
)
,

E10 =

(
−

1
η4

(a1b12d14 − a1b14d12 − a12b1d14 + a12b14d1 + a14b1d12 − a14b12d1),

1
η4

(a1b11d14 − a1b14d11 − a11b1d14 + a11b14d1 + a14b1d11 − a14b11d1),0,

−
1
η4

(a1b11d12 − a1b12d11 − a11b1d12 + a11b12d1 + a12b1d11 − a12b11d1)
)
,

where

η1 =

∣∣∣∣∣∣
a11 a12 a13

b11 b12 b13
c11 c12 c13

∣∣∣∣∣∣ , η2 =

∣∣∣∣∣∣
b12 b13 b14

c12 c13 c14
d12 d13 d14

∣∣∣∣∣∣ ,
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η3 =

∣∣∣∣∣∣
a11 a13 a14

c11 c13 c14
d11 d13 d14

∣∣∣∣∣∣ , η4 =

∣∣∣∣∣∣
a11 a12 a14

b11 b12 b14
d11 d12 d14

∣∣∣∣∣∣ , such that η1η2η3η4 6= 0

After computations using the Maple computer software, the print-out of the four non-zero coordinates of the
singular point E11, which takes up nearly two pages, has been excluded. Farhan et al.,4 they analyzed the local
stability of all possible singular points and showed that eight of them are unstable, while the rest of them are
locally asymptotically stable under certain conditions.

Without losing generality, only the singular point E2 is considered in this study. The following proposition
is to establish conditions under which system (2)’s singular point has a pair of purely conjugate complex
eigenvalues.

Proposition 1: There are only five families Hi, i = 1, . . . ,5 of conditions on the parameters of system (2) in
which the Jacobian matrix at the singular point E2 has a pair of purely conjugate complex eigenvalues ∓iω and
non-zero eigenvalues α, β ∈ R. That is

H1 =

{
a1 = 0, b13 =

a13c1(β − b1)
ω2 , c11 =

a11(ω2
+ c2

1)
ω2 , c13 = a13, d1 = β + c1, d11 =

c2
1a11

ω2 , d13 = 0
}
.

H2 =

{
a1 = −

ω2

c1
, a11 = 0, b1 =

βa13c1 − ω
2b13

a13c1
, c13 = 0, d1 =

βc11 + c1d11

c11
, d13 = 0

}
.

H3 =

{
a1 =

ω2a11 − ω
2c11 + c2

1a11

c1c11
, a13 =

c13a2
11(ω2

+ c2
1)− c11ω

2(2a11 − c11)
a11c2

1c11
,

b1 =
βa11c13 − βc11c13 + a11b13c1

c13(a11 − c11)
, d1 = β, d11 = 0, d13 = 0

}
.

H4 =

{
a1 =

a11(a11 − c11)(β − d1)2
+ ω2d2

11

d11c11
(
β − d1

) , a13 =
c13((β − d1)2a2

11 + ω
2d2

11)
a11(β − d1)2c11

,

b1 =
a11b13

(
β − d1

)
+ βc13d11

c13d11
, c1 =

(a11 − c11)(β − d1)
d11

, d13 = 0
}
.

H5 =

{
b13 =

(a13 − c13)
(
b1 − β

)
a1

, c1 =
(c13 − a13)ω2

+ a2
1c13

a13a1
, c11 =

a11
(
c2

13
(
ω2
+ a2

1
)
+ ω2a13 (a13 − 2c13)

)
a2

1a13c13
,

d1 =
βa1a13 − ω

2a13 + ω
2c13 + a2

1c13

a13a1
, d11 =

a11(a13 − c13)(ω2a13 − ω
2c13 − a2

1c13)
a2

1a13c13
, d13 = 0

}
.

Proposition 2: There are only eight families F j, j = 1, . . . ,8 of conditions on the parameters of system (2)
in which the Jacobian matrix at the singular point E2 has a pair of purely conjugate complex ∓iω, and α, β ∈ R
eigenvalues with α = 0 or β = 0. That is

F1 =

{
a13 =

c13(ω2
+ a2

1)
ω2 , b11 =

(ω2b13 − a1b1c13)c11

ω2c13
, c1 = 0, c11 = a11

}
.

F2 =

{
a1 = −

ω2

c1
, a11 = 0, b11 =

(ω2b13 + a13b1c1)c11

c2
1a13

, c13 = 0
}
.

F3 =

{
a11 = 0, c1 = −

ω2

a1
, c13 = 0, d13 =

(ω2d11 + c11d1a1)a13

c11a2
1

}
.
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F4 =

{
a11 = c11, a13 =

c13(ω2
+ a2

1)
ω2 , c1 = 0, d13 =

(ω2d11 + c11d1a1)c13

ω2c11

}
.

F5 =

{
a1 =

ω2a11 − ω
2c11 + c2

1a11

c1c11
, a13 =

c13
(
ω2a2

11 − 2ω2a11c11 + ω
2c2

11 + a2
11c2

1
)

a11c2
1c11

,

b11 =
a11b13c1 − a11b1c13 + b1c11c13

c1c13

}
.

F6 =

{
a1 =

ω2a11 − ω
2c11 + c2

1a11

c1c11
, a13 =

c13(ω2a2
11 − 2ω2a11c11 + ω

2c2
11 + a2

11c2
1)

a11c2
1c11

,

d13 =
c13(a11d1 + c1d11 − c11d1)

a11c1

}
.

F7 =

{
a1 =

b1 (a13 − c13)
b13

, c1 = −
ω2b2

13 − a13b2
1c13 + b2

1c2
13

b13b1a13
, c11 =

(
ω2b2

13 + b2
1c2

13
)
a11

a13b2
1c13

,

d11 = −
a11b13d1

b1c13
, d13 = 0

}
.

F8 =

{
b13 = a13 − c13, c1 = −

ω2a13 − ω
2c13 − a2

1c13

a13a1
, c11 =

a11
(
ω2a2

13 − 2ω2a13c13 + ω
2c2

13 + a2
1c2

13
)

a2
1a13c13

,

d11 = −
a11d1(a13 − c13)

a1c13
, d13 = 0

}
.

The proof of Propositions 1 and 2 are given in the next Section. Because of this, the singular point E2 under
each family Hi, i = 1, . . . ,5 and F j, j = 1, . . . ,8 of conditions in Propositions 1 and 2, respectively, is the Hopf
point.

Furthermore, without loss of generality, in order to find periodic solutions bifurcating from the Hopf point
of system (2), the family H1 of conditions in Proposition 1 is examined and the first-order averaging method
is applied. The most important result of this investigation, which is the following theorem, explains this.

Theorem 1: Consider system (2) with the family H1 of conditions in Proposition 1. Let d13 = εµ1, with a sufficiently
small parameter ε > 0. If

µ1 f 6= 0,

where f is a polynomial of parameters in system (2). Then, system (2) has the Hopf bifurcation at the singular
point which localizes at the singular point E2, and when ε = 0, a periodic solution is produced at this singular
point.

Theorem 1 is proved in the next section.
Now, this study investigates a zero-Hopf bifurcation of system (2), focusing on the family F1 of conditions in

Proposition 2. The Jacobian matrix of system (2) at the singular point E2 with the family F1 of conditions in
Proposition 2 has the following eigenvalues

λ1,2 = ±ω, λ3 = β = 0, λ4 = α = −
ω2a11d13 − ω

2c13d11 − a1a11c13d1

a1a11c13
.



610 BAGHDAD SCIENCE JOURNAL 2025;22(2):605–622

In order to have two zero and two purely conjugate complex eigenvalues, assume that

d1 =

(
a11d13 − c13d11

)
ω2

a1a11c13
. (3)

Determining the following theorem as a result.

Theorem 2: Consider system (2) with the family F1 of conditions in Proposition 2 and Eq. (3). Let c1 = ε µ1, with
ε > 0, a sufficiently small parameter. If

µ1 f2 6= 0,

where f2 is a polynomial of parameters in system (2). Then, at the singular point, system (2) exhibits the zero-Hopf
bifurcation, which localizes at E2, and when ε = 0, at most three closed orbits bifurcate at this singular point.

Theorem 2 is proved in the next section using the averaging method of the first order.
To investigate the closed orbits that bifurcate from the zero-Hopf and Hopf singular points of system (2) by

employing the first-order averaging technique of the first-order (see The Main Tool), a small parameter will be
introduced to create a new independent variable in a periodic system.

The rest of this research is structured as follows: In the next section, Theorems 1 and 2 are proven, and a
first-order averaging method is described in The Main Tool for computing periodic solutions bifurcating from
zero-Hopf and Hopf singular points.

Proof of the main results

In this section, firstly, Propositions 1 and 2 will be proved. Theorems 1 and 2 will then be demonstrated after
that.

1. Proof of Proposition 1
Proof: The characteristic polynomial at E2 of system (2) is

φ (λ) = λ4
+ S1λ

3
+ S2λ

2
+ S3λ+ S4,

where Si for i = 1, . . . ,4 are given in the (Supplemental Material section). Suppose that the system (2) has two
purely conjugate complex eigenvalues at E2. Then, φ(λ) must have the following form

φ (λ) = (λ− α) (λ− β)
(
λ2
+ ω2)

= λ4
− (α + β) λ3

+
(
αβ + ω2) λ2

− ω2 (α + β) λ+ αβω2,

with ω > 0, and for any nonpositive real numbers α, β ∈ R. The proof is directly made by comparing the
coefficients in both φ(λ). After calculations with the Maple computer program, the families Hi, i = 1, . . . ,5 of
conditions given in Proposition 1 are followed.

The Jacobian matrix of system (2) under the family conditions H1 at the singular point E2 has the eigenvalues
λ1,2 = ∓iω, λ3 = β and λ4 =

a11c1β−ω
2b11

a11c1
= α, with a11c1 6= 0. This means that E2 is the Hopf point.

2. Proof of Proposition 2
Proof: The proof is omitted as it is similar to the proof of Proposition 1, only by imposing the characteristic

polynomial of the Jacobian matrix at E2 of system (2) as

φ (λ) = λ (λ− α)
(
λ2
+ ω2)

= λ4
+ S1λ

3
+ S2λ

2
+ S3λ+ S4.
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After transforming equilibrium E2 to the origin, system (2) becomes

ẋ = (x+ x0)
(

a1 + a11 (x+ x0)+
a12y + a13 (z+ z0)+ a14w

)
,

ẏ = y
(

b1 + b11 (x+ x0)+
b12y + b13 (z+ z0)+ b14w

)
,

ż = (z+ z0)
(

c1 + c11 (x+ x0)+
c12y + c13 (z+ z0)+ c14w

)
,

ẇ = w
(

d1 + d11 (x+ x0)+ d12y+
d13 (z+ z0)+ d14w

)
,

(4)

where x0 = −
a1c13−a13c1

a11c13−a13c11
, z0 =

a1c11−a11c1
a11c13−a13c11

.

3. Proof of Theorem 1
Proof: Let the perturbation d13 = ε µ1 be satisfied. Then, after transforming the interior singular point E2 to

the origin and re-scaling the variables, (x, y, z,w) = (εx, εy, εz, εw), system (2) is written as follows
ẋ = 1

a11c1
((εa11c1x− ω2)(a11x+ a12y + a13z+ a14w)),

ẏ = y
a11c1ω2 ((c1a11(εa13c1(β − b1)z+ ω2(ε(b11x+ b12y + b14w)+ β))− b11ω

4)),

ż = 1
a13c1ω2 ((εc1a13z+ ω2)(c2

1a11x+ ω2(a11x+ c12y + a13z+ c14w))),

ẇ = w
a13c1ω2 ((c1a13(εc2

1a11x+ ω2(µ1zε2
+ ε(d14w+ d12y)+ β))+ εω4µ1)).

(5)

Now, the linear part of system (5) at the origin may be represented in its real Jordan normal form, that is,
when ε = 0, the linear part at the origin of the system (5) will be transformed

J =


0 −ω 0 0
ω 0 0 0
0 0 α 0
0 0 0 β

 .
This is accomplished by using the linear change of the coordinates (x, y, z,w) = P.(X,Y,Z,W ), and P with its

inverse P−1 are

P =


a11ω

2

c1

ν5
ν3

a13ω
2

c1

ν1
c13(β2+ω2)

−a11ω
2
−

c1ν4
ν3

0 −
ν2

c13(β2+ω2)

0 −
a11ω

2

ν3
0 0

0 0 0 c1
a11a13ω5

 ,

P−1
=


0 0 c1ν4

a2
11 ω

4
ν2a13ω

3

c14(β2+ω2)
0 0 −

ν3
ω2a11

0
c1

ω2a13
−

1
ω2a13

−c1(ν4−ν5)
a11a13ω4

−a11ω
3(c1ν1+ ν2)

c14(β2+ω2)
0 0 0 a11a13ω

5

c1


where

ν1 = ω
4 (βa14 − βc14 + a14c1) ,

ν2 = ω
3 (a14c1β − a14ω

2
+ c14ω

2) ,
ν3 = c1

(
a11

2c1
2β

2
− 2a11b11c1βω

2
+ b11

2
ω

4
+ ω2a11

2c1
2
)
,
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ν4 = a11ω
3 (a11a12c1β − a11a12ω

2
+ a11c12ω

2
+ a12b11ω

2) ,
ν5 = a11ω

4 (a11a12c1β − a11c12c1β − a12b11ω
2
+ b11c12ω

2
+ a11a12c1

2) .
Then, in order to analyze the closed orbits of this system when ε is too small, the new variables (X,Y,Z,W ) is
then created by transforming system (5). To do this, the class of the cylindrical coordinates described below is
employed:

(X,Y,Z,W ) = (r cos(θ ), r sin(θ ),Z,W ).

Introducing also θ as the new independent variable. Thus, system (5) becomes(
dr
dθ
,

dZ
dθ
,

dW
dθ

)T

= ε( f11, f21, f31)T
+ O

(
ε2) (6)

Using the notations from Theorem 3 (see The Main Tool for the state of Theorem 3), there is t = θ,T =
2π, x = (r,Z,W ), and

f1 (θ, x) = f1 (θ, r,Z,W ) =

 f11 (θ, r,Z,W )
f21 (θ, r,Z,W )
f31 (θ, r,Z,W )

 .
The averaged function is given by

F1(x) = F1(r,Z,W ) =

F11(r,Z,W )
F21(r,Z,W )
F31(r,Z,W )

 ,

F11(r,Z,W ) =
1

2π

∫ 2π

0
f11(θ, r,Z,W )dθ =

r
2c1ν1ω3 (ν2Z + ν5W ),

F21(r,Z,W ) =
1

2π

∫ 2π

0
f21(θ, r,Z,W )dθ = −

Z
2ν1c2

1ω
5 (c1ν1ν3Z + ν4ω

5W ), (7)

F31(r,Z,W ) =
1

2π

∫ 2π

0
f31(θ, r,Z,W )dθ = −

(a13c1ν1ν6Z + a13ν0ω
5W − 2µ1ν1ω

6) W
2a13c1ν1ω5

where νi for i = 0, . . . ,6 are given in the (Supplemental Material section). Therefore, the system F11(r,Z,W ) =
F21(r,Z,W ) = F31(r,Z,W ) = 0 has three solutions s1 = (0,0, r), s2 = (0,0,W0) and s3 = (0,Z0,W0). After
calculations with the Maple computer program, the print-out of singular points s1, s2 and s3 occupies
more than one page. Only the solution s3 = (0,Z0,W0) can be here considered. The others are not good
solutions.

In addition, the determinant of the Jacobian ∂(F11,F21,F31)
∂(r,Z,W ) at the solution s3 takes non-zero value. Existing the

solution s3 and det( ∂F1
∂x )|(0,Z0,W0) = µ1 f , such that µ1 f 6= 0. As a result, Theorem 3 (see The Main Tool for the

state of Theorem 3) states that system (6) has a periodic solution when ε > 0.
An illustration, by following example, is shown to demonstrate that system (2) has a limit cycle that bifurcates

from the Hopf bifurcation. The following system is under consideration:
ẋ = x(−2x− y − 2z+ w),
ẏ = y(−2x− y − 6z− 4),
ż = z(−4x− y − 2z− w+ 1),
ẇ = w(−2x+ y + εz− 2w),

(8)
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(a)          (b)
Fig. 1. In (2D and 3D): MATLAB simulation showing the (x, z)−space and (x, y, z)−space plot of the Lotka-Volterra model (11) depicting
limit cycle for X (0) = (25ε + 0.5, 15ε, − 5ε − 0.5, 1.6ε), trange = 0 : 0.01 : 9 and ε = 0.0005.

with ε > 0. The singular point ( 1
2 ,0,

−1
2 ,0) of system (8) is the Hopf point with eigenvalues −1,−2 and ∓i.

The averaged functions of Eq. (7) of Theorem 1 are

F11(r,Z,W ) =
3r
2

(Z +W ), F21 = −
Z
32

(112Z + 27W + 16), F31 = −
W
16

(128Z + 15W ).

System F11 = F21 = F31 = 0 has the following three solutions

s1 = (0,0, r), s2 =

(
0,−

1
7
,0
)

and s3 =

(
0,

5
37
,−

128
111

)
.

s1 and s2 are not good solutions. In addition, the following is the value of the Jacobian matrix at s3

det
(
∂(F11, F21, F31)
∂(r,Z,W )

)∣∣∣∣ s3 = −
1130
1369

.

Which is different from zero. By Theorem 1 using the averaging method, system (8) has a periodic solution. By
MATLAB simulation, each periodic solution in the projection space is plotted see Fig. 1.

4. Proof of Theorem 2
Proof: Let system (2) satisfy the perturbation c1 = ε µ1 and Eq. (3). Then, after re-scaling the variables

(x, y, z,w) = (εx, εy, εz, εw), and translating the interior singular point E2 to the origin, system (2) is expressed
as follows:

ẋ = 1
a11a2

1ω
2

((
(a1 − εµ1)ω2

+ εa2
1 (a11x− µ1)

) (
ω2 (a11x+ a12y + c13z+ a14w

)
+ c13a2

1z
))
,

ẏ = 1
a1c13ω2

(
εy
(
a1
(
ω2b13 − a1b1c13

)
(a11x− µ1)+ ω2c13

((
b12y + b13z+ b14w

)
a1 + µ1b1

)))
,

ż = 1
c13a2

1

((
c14w+ a11x+ c12y + c13z

) (
εc13a2

1z+ (εµ1 − a1)ω2))
ẇ = 1

a11c13a2
1
(εw(c13(a11a2

1(d11x+ d12y + d13z+ d14w)− d11µ1(ω2
+ a2

1))+ a11d13µ1ω
2)).

(9)

Now that ε = 0, the real Jordan normal form of the linear component at the origin of system (9) may be
expressed, the linear part at the origin of system (9) will be transformed into its real Jordan normal form, as
follows

0 −ω 0 0
ω 0 0 0
0 0 0 0
0 0 0 0

 .
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This is accomplished by using the linear change of the coordinates (x, y, z,w) = P.(X,Y,Z,W ), where P with
its inverse P−1 are

P =


−

c13
a11

a1c13
a11ω

p1
a11a12

p3
a11a12

0 0 1 1
1 0 −

p2
c13a12 −

p4
a12c13

0 0 1 2

 , P−1
=


0 2p2−p4

c13a12 1 −
p2−p4
c13a12

a11ω
c13a1

−ω(2p1−2p2+p4−p3)
a13c13

ω
a1

ω(p1−p2+p4−p3)
a13c13

1 2 0 −1
0 −1 0 1


where

p1= ω
2 (a12 + a14 − c14 − c12)− a1

2 (c12 + c14) , p2 = ω
2 (a12 + a14 − c12 − c14) ,

p3 = (a12 + 2a14 − 2c14 − c12)− a1
2 (c12 + 2c14) , p4 = ω

2 (a12 + 2a14 − c12 − 2c14) .

Then, in order to analyze the closed orbits of this system when ε is too small, the new variables (X,Y,Z,W )
is then created by transforming system (9). To do this, the class of the cylindrical coordinates described below
is employed:

(X,Y,Z,W ) = (r cos (θ ), r sin (θ ),Z,W ) .

By introducing also θ as a new independent variable, as demonstrated in Theorem 1, the averaged function
is given

F1(x) = F1(r,Z,W ) =

F11(r,Z,W )
F21(r,Z,W )
F31(r,Z,W )

 ,
F11(r,Z,W ) =

r
2a11c13a2

1ω
3 (u1Z + u2W − µ1a11c13a2

1ω
2),

F21(r,Z,W ) =
1

a2
1c13ω3a11

(Z(u5Z − µ1u3)+W (u6Z + 2u7W − 2µ1u4)),

F31(r,Z,W ) =
1

a2
1c13ω3a11

(Z(µ1u4 − u9Z)−W (u10Z + u11W − µ1u8)),

(10)

where ui for i = 1, . . . ,8 are given in the (Supplemental Material section).
Therefore, the system F11(r,Z,W ) = F21(r,Z,W ) = F31(r,Z,W ) = 0 has the following four solutions

s1 = (0,0,0) , s2 =

(
0,

2µ1ρ2

ρ1
,−
µ1ρ2

ρ1

)
, s3 =

(
0,−

µ1ρ3

ρ4
,
µ1ρ3

ρ4

)
, s4 =

(
0,
µ1ρ7

ρ6
,−
µ1ρ5

ρ6

)
,

where ρi for i = 1, . . . ,7 are given in the (Supplemental Material section). After calculations, s1 is not a
good solution. Only the solutions s2, s3 and s4 are considered. In addition, the determinant of the Jacobian
matrix ∂(F11,F21,F31)

∂(r,Z,W ) at the solutions s2, s3 and s4 takes non-zero value. Existing the solutions s2, s3 and s4 and
det( ∂F1

∂x )|s2,s3,s4 = µ1 f2, such that µ1 f2 6= 0. Thus, from Theorem 3 (see also The Main Tool for Theorem 3),
gives that system (2) under the generic conditions has three periodic solutions bifurcations from zero-Hopf
singular point for ε > 0.

An illustration, by following example, is shown to demonstrate that system (2) has three limit cycles that
bifurcates from the zero-Hopf bifurcation. The following system is under consideration

ẋ = x(−2x− y − 2z+ w− 1),
ẏ = y(−2y − 2z+ w− 2),
ż = z(−2x− 2y − z− w+ 2ε),
ẇ = w(−2x− y − z− 2w),

(11)
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(a)          (b)
Fig. 2. In (2D and 3D): MATLAB simulation showing the (x, z)−space and (x, y, z)−space plot of the Lotka-Volterra model (11) depicting
limit cycle for X (0) = (0.35(ε + 1), ε, − ε − 1, 0), trange = 0 : 0.01 : 6.4 and ε = 0.000005.

with ε > 0. The singular point ( 1
2 ,0,−1,0) of system (11) is the zero-Hopf point. Following the steps of first-

order averaging theory, the following averaged functions are obtained:
F11(r,Z,W ) = −r(8Z + 6W + 1),

F21(r,Z,W ) = 2Z(29Z + 11)+ 3W (29Z + 11W + 6),

F31(r,Z,W ) = −8Z(8Z + 3)− 2W (19W + 49Z + 10).

(12)

Then, system (12) has the following four solutions

s1 = (0,0,0), s2 = (0,−1,1), s3 = (0,3,−4), s4 =

(
0,−

4
7
,

2
7

)
.

s1 is not a good solution. The other solutions s2, s3 and s4 give us

det
(
∂F1

∂x

)∣∣∣∣
s2

= 4 6= 0, det
(
∂F1

∂x

)∣∣∣∣
s3

= −20 6= 0, and det
(
∂F1

∂x

)∣∣∣∣
s4

= −
520
49
6= 0.

In addition, the determinant of the Jacobian matrix ∂(F11,F21,F31)
∂(r,Z,W ) at each solution s2, s3 and s4 takes non-zero.

Using the averaging method, system (11) has three periodic solutions. By MATLAB simulation, each periodic
solution in the projection space is plotted see Figs. 2 to 4. Furthermore, all periodic solutions together in one
figure are plotted (see Fig. 5).

The main tool

First-order averaging method

This section presents the results of the averaging theory (For a general introduction to this method, one can
see,17–19), which is necessary to prove our results (Theorems 1 and 2). Consider the differential equation below

.
x = εF1 (t, x)+ ε2F2 (t, x, ε) , x (0) = x0 (13)

and

.
y = εg

(
y
)
, y (0) = x0, (14)
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(a)          (b)
Fig. 3. In (2D and 3D): MATLAB simulation showing the (x, z)−space and (x, z,w)−space plot of the Lotka-Volterra model (11) depicting
limit cycle for X (0) = (0.6(10ε + 1),0, − 6ε − 1, − 2ε), trange = 0 : 0.01 : 6.4 and ε = 0.000005.

(a)          (b)
Fig. 4. In (2D and 3D): MATLAB simulation showing the (x, z)−space and (x, y, z)−space plot of the Lotka-Volterra model (11) depicting
limit cycle for X(0) = (0.75(1.42ε + 1), 1.43ε, − 1.71ε − 1, − 0.57ε), trange = 0 : 0.01 : 6.4 and ε = 0.000005.

Fig. 5. In (2D): MATLAB simulation showing the (x, z)−space.
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with x, y and x0 where an open subset Q of Rn, t ∈ [0,∞), ε ∈ (0, ε0]. Setting

g
(
y
)
=

1
T

T∫
0

F1
(
t, y

)
dt . (15)

and suppose that F1 and F2 are periodic with respect to period T in the variable t . Additionally, denoting all
first derivatives of g by Dxg and all second derivatives of g by Dxxg, respectively. For a proof of the next result,
see.20

Theorem 3: Suppose that y(t ) ∈ Q for t ∈ [0,1/ε] and that F1,DxF1,DxxF1 and DxF2 are continuous and bounded
by that is not dependent on ε in [0,∞) × Q × (0, ε0]. Then the following statements hold:

1. x(t )− y(t ) = O(ε), is satisfied for t ∈ [0,1/ε] as ε→ 0.
2. If system (21) has a singular point E 6= 0 such that

detDyg (E) 6= 0,

then, a T-periodic solution x(t, ε) of system (13) exists, which is close to E and such that x(0, ε)− E = O(ε) as
ε→ 0.

Supplemental material

S1 =
1

a11c13 − a13c11
(((a1 − b1 + c1 − d1)c13 + c1(d13 − a13 + b13))a11 + a1c13(d11+b11 − c11)

− c11(d13 + b13)a1 − ((d11 + b11)c1 − c11(b1 + d1))a13),

S2 =
1

(a11c13 − a13c11)2 ((((c1 − b1 − d1)a1 − (b1 + d1)c1 + b1d1)c2
13 + c1((d13 + b13)a1 + c1(d13 − a13 + b13)

+ (b1 + d1)a13 − d13b1 − d1b13)c13 − c2
1((d13 + b13)a13 − d13b13))a2

11 + (a1(a1(d11 + b11 − c11)

+ (d11 + b11)c1 + c11(b1 + d1)− d11b1 − d1b11)c2
13 − (c11(d13 + b13)a2

1 + ((2((d11 + b11)a13

+ (d13 + b13)c11)− d11b13 − d13b11)c1 − ((b1 + d1)a13 + d13b1 + d1b13)c11)a1 + a13((d11 + b11)c2
1

− (c11(b1 + d1)+ d11b1 + d1b11)c1 + 2b1d1c11))c13 + c1(c11((d13 + b13)a13 − 2d13b13)a1

+ a13(((d11 + b11 + c11)a13 − d11b13 − d13b11)c1 − ((b1 + d1)a13 − d13b1 − d1b13)c11)))a11

− ((d11 + b11)c11 − d11b11)a2
1c2

13 + ((a13c11 + (d13 + b13)c11 − d11b13 − d13b11)c11a1

+ a13(((d11 + b11)c11 − 2d11b11)c1 − ((b1 + d1)c11 − d11b1 − d1b11)c11))a1c13 + a2
1b13c2

11d13

+ a13c11((d13b11 − a13c11 + d11b13)c1 − c11(d13b1 + d1b13))a1 − a2
13(c11b1 − c1b11)(c1d11 − c11d1)),

S3 =
1

(a11c13 − a13c11)3 ((((b1 + d1)c1 − b1d1)a1 − b1c1d1)c3
13 − c1(((d13 + b13)c1 − d13b1 − d1b13)a1

+ ((b1 + d1)a13 − d13b1 − d1b13)c1 − b1d1a13)c2
13 − c2

1(a1d13b13 − (a13(d13 + b13)− d13b13)c1

+ a13 (d13b1 + d1b13))c13 + d13c3
1a13b13)a3

11 + ((((c11(2d13 + 2b13)− d11b13 − d13b11)c1 − c11(d13b1

+ d1b13))a2
1 + ((2(d11 + b11)a13 − d11b13 − d13b11)c2

1 − ((c11(b1 + d1)+ 2d11b1 + 2d1b11)a13 + 2c11(d13b1

+ d1b13))c1 + 2b1d1a13c11)a1 − a13c1((d11b1 + d1b11)c1 − 2b1d1c11))c2
13 − a1(((d11 + b11)c1 + c11(b1+d1)
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− d11b1 − d1b11)a1 − (d11b1 + d1b11)c1 − b1d1c11)c3
13 + (2a2

1d13b13c11 − c1((c11(d13 + b13)− 2d13b11

− 2d11b13)a13 − 3d13b13c11)a1 − a13(((d11 + b11)a13 − d11b13 − d13b11)c2
1 − ((2c11(b1 + d1)+ d11b1

+ d1b11)a13 − c11(d13b1 + d1b13))c1 + 2b1d1a13c11))c1c13 − a13(2a1d13b13c11 + a13((c11(d13 + b13)

+ d11b13 + d13b11)c1c11(d13b1 + d1b13)))c2
1)a2

11 + (a2
1(((d11 + b11)c11 − d11b11)a1 − d11b11c1 − c11(d11b1

+ d1b11))c3
13 − a1(c11(c11(d13 + b13)− d11b13 − d13b11)a2

1 + ((((d11 + b11)c11 − 3d11b11)a13 − 2c11(d13b11

+ d11b13))c1 − c11((2c11(b1 + d1)− d11b1 − d1b11)a13 + c11(d13b1 + d1b13)))a1 − 2a13(−b1d1c2
11

+ b11c2
1d11))c2

13 − (a3
1d13b13c2

11 + c11(((c11(d13 + b13)+ 2d13b11 + 2d11b13)a13 + 3d13b13c11)c1

− c11a13(d13b1 + d1b13))a2
1 + a13((((d11 + b11)c11 + 3d11b11)a13 + 2c11(d13b11 + d11b13))c2

1

+ ((c11(b1 + d1)− 2d11b1 − 2d1b11)a13 − 2(d13b1 + d1b13)c11)c11c1 + b1d1a13c2
11)a1 − c1a2

13(b1c11

− b11c1)(c1d11 − c11d1))c13 + a13c1(a2
1b13c2

11d13 + a13c11((2c11(d13 + b13)+ d11b13 + d13b11)c1

− c11(d13b1 + d1b13))a1 + a2
13(((b11 + d11)c11 + d11b11)c2

1 − c11(c11(b1 + d1)+ d11b1 + d1b11)c1

+ b1d1c2
11)))a11 + a1c11(a2

1c3
13d11b11 − a1(c11((d11 + b11)a13 + d11b13 + d13b11)a1 − a13(c11(d11b1+d1b11)

− 2d11b11c1))c2
13 + (((d13 + b13)a13 + d13b13)c2

11a2
1 + (((2d11 + 2b11)a13 + d11b13 + d13b11)c1

− ((b1 + d1)a13 + d13b1 + d1b13)c11)a13c11a1 − a2
13(b1c11 − b11c1)(c1d11 − c11d1))c13

− a2
13c11c1(c11(d13 + b13)a1 + ((d11 + b11)c1 − c11(b1 + d1))a13))),

S4 =
(a1c11 − a11c1) (a1c13 − a13c1)

(a11c13 − a13c11)3

((
a1
(
c11d13 − c13d11

)
−a11

(
c1d13 − c13d1

)
+
(
c1d11 − c11d1

)
a13

)
×

(
a1
(
b11c13 − b13c11

)
−a11

(
b1c13 − b13c1

)
+ a13

(
b1c11 − b11c1

) )) .
u1 =

(
c13d11−a11d13

)
(c14−a14)ω4

+
(((

b1 (a12 − c12)− a1 (c14+c12)
)
c13 + a1b13c12

)
a11
) (
+c14d11a1c13

)
a1ω

2

− c12c13a3
1b1a11,

u2 = 2(c13d11 − a11d13)(c14 − a14)ω4
+ (a11((b1(a12 − c12)− a1(2c14 + c12))c13

+(a1b13c12))(+2c14d11a1c13)a1ω
2
− c12c13a3

1b1a11),

u3 = ω
4 (a11d13 − c13d11

)
+ ω2a2

1
(
2a11b13 − c13d11

)
− 2a1a11b1c13

(
ω2
+ a2

1
)
,

u4 = ω
4 (a11d13 − c13d11

)
+ ω2a2

1
(
a11b13 − c13d11

)
− a1a11b1c13

(
ω2
+ a2

1
)
,

u5= (c13d11 − a11d13)(c12 + c14 − a12 − a14)ω4
+((((2b12 + 2b14 − d12 − d14)a1 + 2b1(c12 + c14 − a12 − a14))c13

−2a1b13(c14 + c12))a11 + c13d11a1(c14 + c12))a1ω
2
+ 2c13a3

1b1a11(c14 + c12),

u6 =
(
c13d11 − a11d13

)
(3c12 + 4c14 − 3a12 − 4a14)ω4

+
(((

a1(4b12 − 3d12 − 4d14 + 6b14)+ 2b1 (2c12 + 3c14
− 2a12 − 3a14)) c13 − 2a1b13 (2c12 + 3c14)

)
a11 + a1c13d11 (3c12 + 4c14)

)
a1ω

2
+2a11c13b1 (2c12 + 3c14) a3

1,

u7 =
(
c13d11 − a11d13

)
(c12 + 2c14 − a12 − 2a14)ω4

+ a1
((((

b12 + 2b14 − d12 − 2d14
)
a1 + b1 (c12 + 2c14

−a12 − 2a14)) c13 − a1b13 (2c14 + c12)
)
a11 + c13d11a1 (2c14 + c12)

)
ω2
+ c13a3

1b1a11 (2c14 + c12) ,

u8 =
(
2ω4a11d13 − 2ω4c13d11 + ω

2a2
1a11b13 − 2ω2a2

1c13d11 − ω
2a1a11b1c13 − a11a3

1b1c13
)
,
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u9 =
(
c13d11 − a11d13

)
(c14 + c12 − a12 − a14)ω4

+ a1
((((

b12 + b14 − d12 − d14
)
a1

+b1
(
c14 + c12 − a12 − a14)) c13 − a1b13 (c14 + c12)

)
a11 + c13d11a1 (c14 + c12)

)
ω2

+c13a3
1b1a11 (c14 + c12) ,

u10 =
(
c13d11 − a11d13

)
(3c12 + 4c14 − 3a12 − 4a14)ω4

+
(((

a1(2b12 + 3b14 − 3d12 − 4d14)
+ b1 (2c12 + 3c14 − 2a12 − 3a14)

)
c13 − (2c12 + 3c14) b13a1

)
a11 + c13d11a1 (3c12 + 4c14)

)
a1ω

2

+b1 (2c12 + 3c14) c13a3
1a11,

u11 = 2
(
c13d11 − a11d13

)
(2c14 + c12 − a12 − 2a14)ω4

+ a1
(((

a1(b12 + 2b14 − 2d12 − 4d14)
+ b1 (2c14 + c12 − a12 − 2a14)

)
c13 − a1b13 (2c14 + c12)

)
a11 + 2c13d11a1 (2c14 + c12)

)
ω2

+c13a3
1b1a11 (2c14 + c12) .

ρ1 =
((

a1b12 − a12b1 + b1c12
)
ω2
+ a2

1b1c12
)
c13 − ω

2a1b13c12,

ρ2 = −b1
(
ω2
+ a2

1
)
c13 + ω

2a1b13,

ρ3 = −d11
(
ω2
+ a2

1
)
c13 + ω

2a11d13,

ρ4 =
(
−d11 (a14 − c14)ω2

− a2
1
(
a11d14 − c14d11

))
c13 + ω

2a11d13 (a14 − c14) ,

ρ5 =
(
ω2
+ a2

1
) (

d11
(
b12 + b14

)
ω2
+ a1b1a11

(
d12 + d14

))
c2

13 − ω
2 ((d13

(
b12 + b14

)
a11 + d11b13 (a12 + a14)

)
ω2

+a11a1
(
b13

(
d12 + d14

)
a1 + d13b1 (a12 + a14)

))
c13 + ω

4d13a11b13 (a12 + a14) ,

ρ6 =
(
−d11

(
−a12b14 + a14b12 − b12c14 + b14c12

)
ω4
− a1

(((
b12d14 − b14d12

)
a1 + b1

(
a14d12 − a12d14 + c12d14

− c14d12
))

a11 + d11a1
(
−b12c14 + b14c12

))
ω2
− a3

1b1a11
(
c12d14 − c14d12

))
c2

13 + ω
2 ((d13

(
−a12b14

+ a14b12 − b12c14 + b14c12
)
a11 + d11b13 (a14c12 − a12c14)

)
ω2
+ a11a1

(
b13

(
c12d14 − c14d12

)
a1

+ d13b1 (−a12c14 + a14c12)
))

c13 − ω
4d13a11b13 (−a12c14 + a14c12) ,

ρ7 =
(
ω2
+ a2

1
) ( d11

(
b12 + 2b14

)
ω2

+a1b1a11
(
d12 + 2d14

) ) c2
13 −

( (
d13

(
b12 + 2b14

)
a11 + d11b13 (a12 + 2a14)

)
ω2

+a1a11
(
b13

(
d12 + 2d14

)
a1 + d13b1 (a12 + 2a14)

) )ω2c13

+ ω4d13a11b13 (a12 + 2a14) .

Results and discussion

The Lotka-Volterra systems have been widely utilized for modelling a broad range of natural phenomena,
including the time evolution of competing species in biology, chemical processes, and many other phenomena.
In non-linear differential systems, it is highly intriguing and crucial to know whether a system has periodic
solutions. In this investigation, the first result in this paper proved that there are only five families of conditions
on the parameters of the four-dimensional Lotka-Volterra system in which the Jacobian matrix at one of its
singular points has a pair of purely conjugate complex eigenvalues and non-zero eigenvalues (this was explained
in Proposition 1). Moreover, that there are only eight families of conditions on the parameters of the four-
dimensional Lotka-Volterra system were proved in which the Jacobian matrix at one of its singular points
has a pair of purely conjugate complex and at least one of the other eigenvalues is zero (this was explained in
Proposition 2). The second result in this paper is Theorem 1 and Theorem 2, which give the periodic solutions of
the four-dimensional Lotka-Volterra system. Theorem 1 states that the four-dimensional Lotka-Volterra system
exhibits Hopf bifurcation at one of its singular points and that a periodic solution is bifurcated at that singular
point. Theorem 2 states that the zero-Hopf bifurcation occurs at one of its singular points and that at most
three periodic solutions bifurcate at this singular point. At the same time, the first-order averaging method
was applied to determine the number of periodic solutions around the zero-Hopf and Hopf equilibrium points.
It is believed by us that there are still other interesting relevancies between the two bifurcations, and further
exploration is needed.
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Conclusion

In this paper, the 4DLV differential system was considered. This type of system has sixteen equilibrium points.
The values of the parameters were described for which the zero-Hopf and a Hopf bifurcation occur at one of its
equilibrium points for this system. There are five families of sufficient conditions for parameters of this type of
system (see Proposition 1) for which one of its equilibrium points is the Hopf equilibrium point. Moreover, there
are eight families of sufficient conditions for parameters of this type of system (see Proposition 2) for which
one of its equilibrium points becomes a zero-Hopf equilibrium point. Consequently, the existence of periodic
solutions in a certain class of the Lotka-Volterra systems is proved by the classical first-order averaging method
(see the above result and discussion section). This method gives the periodic solutions of the 4DLV system. It
follows from Theorem 3 that any sufficiently small system has a periodic solution with period near 2π . Clearly,
this periodic solution tends to the origin of the coordinates when ε → 0. Therefore, this is the small amplitude
periodic solution, which starts at the zero-Hopf or a Hopf equilibrium point.
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داعبلأاةیعابراریتلوفاکتولةمظنلأفوھيرفصوفبوھبعشت

1,2نیسحیداھیزاین،1ىفطصمروناناوریس

.قارعلا،لیبرأ،ناروسةعماج،مولعلاةیلك،تایضایرلامسق1
.قارعلا،لیبرأ،نیدلاحلاصةعماج،ةیبرتلاةیلک،تایضایرلامسق2

ةصلاخلا

ىلاثحبلااذھفدھیو.ةتباثةئیبيفعاونأةعبرأنمضتیيذلا(4DLV)داعبلأايعابراریتلوف-اكتولجذومنيفرظنلامت،لمعلااذھيف

local)ةیلحملاتابعشتلاةسارد bifurcations)نزاوتلانمةطقنةرشعتسىلعماظنلااذھيوتحی.ماظنلايف(equilibrium
point)ةیرودلالولحلاةساردلجأنمرابتعلاايفنزاوتلاطاقنىدحإذخأمت.رثكلأاىلع(periodic solutions)نمبعشتتيتلا

ماظنلاتاملعمىلعةیفاكطورشتاذتلائاعسمخدجوت.يلاوتلاىلع(zero-Hopf)فبوھرفصو(Hopf)فبوھنزاوتيتطقن

ریغ(eigenvalues)نیتیتاذنیتمیقوiω±ةتحبلاةیمھولامیقلانمجوزىلعنزاوتلاةطقندنعةیبوكاجلاةفوفصملااھیفيوتحتيتلا

ىلعنزاوتلاةطقندنعةیبوكاجلاةفوفصملااھیفيوتحتيتلاتاملعملاىلعةیفاكطورشتاذتلائاعينامثدجوتكلذىلاةفاضإ.نیتبجوم

ةمظنأضعبنأثحبلااذھفشكی،كلذدعب.ارفصنوكتىرخلأاةیتاذلامیقلانمىدحالقلأاىلعوiω±ةتحبلاةیلایخلاةیتاذلامیقلانمجوز

Lotka-Volterraنزاوتةطقننمةبعشتمةیرودلولحةثلاثوفبوھنزاوتةطقننماًبعشتماًیرودًلاحرھظتداعبلأاةیعابرةیعرفلا

لولحلادوجولةیفاكلافورظلاریفوتنمةیرودلالولحلاباسحلبیترتيأبطسوتملاباسحةقیرطنوكتت.يلابقتسالكشبةیرفصفبوھ

ةمدختسملاةیسیئرلاةادلأاو،مث.اھبةطبترملاةطسوتملاةمظنلألنزاوتلاطاقنةساردللاخنمدودحلاةددعتمةیلضافتلاةمظنلأايفةیرودلا

ةیاھنلايفو.4DLVSيفةدرفملافبوھرفصوفبوھطاقننمبعشتتيتلاةیرودلالولحلاباسحلىلولأاةجردلانمطسوتملاةیرظنيھ

.ةیددعلاةلثملأاللاخنماھنمققحتلاواھیلعلوصحلامتيتلاةیرظنلاجئاتنلامعدت

.فبوھيرفصبعشت،دودحلاددعتميعیبرتماظن،ةیرودلولح،اریتلوفاكتولماظن،تاطسوتملاةیرظن:ةیحاتفملاتاملكلا
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