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A Novel Approach for Shape Pattern Recognition
Based on Boundary Features Generated by Line
Simplification Algorithm

Ali Adel Saeid *, Raheem Ogla , Shaimaa H. Shaker

Computer Science Department, University of Technology, Baghdad, Iraq

ABSTRACT

Shape recognition is an essential task in machine vision applications. Many techniques have been adopted for shape
recognition all of them distributed according to two directions of shape features belonging to boundary or region,
in many categories of applications in addition to recognition like shape simplification, restoration classification and
retrieving. This paper presents a proposed testing algorithm for shape recognition according to boundary or global base
features where the approximated contour of the shape is derived by the Douglas Peucker line simplification approach.
The initial diversity value starts with fixit value according to an undetermined number of iterations until reaching to
target set of approximated points for testing, where in each iteration the diversity value increases gradually with the fixit
interval. This algorithm evaluates the state, “Is there an optimal number of approximated points as features vector can
be adopted that satisfy the maximum recognition rate.” Before learning and testing stat the features vector derived after
applied a distance matrix among the approximated set. The recognition process experiments on the MPEG-7 dataset
when classified using Support Vector Machine (SVM) through different kernel functions. However, the experiment results
show the proposed testing recognition achieved to high rate about 0.961 according to a specific number of approximated
datasets when adopting a radial basis function (RBF) as kernel function based on Matlab testing environment.

Keywords: Douglas Peucker, Line simplification, Pattern recognition, Shape recognition, SVM

Introduction

Shape recognition is an essential problem in
image classification where each shape represents
an individual class.1 Recognizing shapes occupy an
important field in computer scientific research like
image understanding, pattern recognition, robotic
vision system, and document image analysis.2–4

Shape recognition problems can be classified into two
kinds (online and offline). Online shape recognition
is related to the recognition process while the shape
is being generated on the contrary offline recognition
deals with scanned or printed shapes.5,6 Therefore,
this process must be satisfying three sequential states
starting from (data preprocessing, features extraction
and classification).6 Number of feature extraction

techniques area developed for the shape recognition
process, like (color histogram, Eigenvector
Approaches, SIFT-Scale Invariant Feature Transform,
Histograms of Edge Directions (HED), and Shape
Descriptor). However, this research is concerned with
the last technique (Shape Descriptor). Generally, this
technique is classified according into two efficient
approaches, (region-based, contour-based).7–9 and
each of them classified into two approaches, global
approach and structural approach. With the contour-
based all the boundary pixels are taken into con-
sideration for extra features, and not subject to any
division process that agrees with the global approach
on the opposite state with the structural approach
all boundary pixels subject to the division process
which converts the boundary points to segments or
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primitives.10,11 Most of previous studies related
on shape matching and recognition were based
on boundary metrics features like (contour based,
contour flexibility and shape context), the sampling
process depends on the initial step after extracting the
boundary of features and sample with equal space,
and the complexity of local features. Previous studies
relied on (equal spacing) did not adopt the optimal
method for sampling boundary points to select
the most suitable number of approximated points
that accurately represent the original boundary
features.11–15 However, the number of points has
a notable impact on the factor: the quality of
recognition. Therefore, this paper proposed a novel
approach for deriving a shape descriptor according to
(contour-based) through by extra subset of boundary
points by line simplification technique according
to Douglas Peucker algorithm for derive a features
vector to evaluate the given assumption, “one needs
to investigate whether there is an optimal number of
approximated points within a subset of all boundary
points that satisfies a maximum recognition rate”.
Where the support vector machine is adopted
for nonlinear classification tasks depending on
the kernel function mathematical approach. This
paper is organized as follows: The next section
presents a related work. Section three introduces the
theoretical background. The proposed recognition
testing algorithm was represented in section four.
Section five reviews the experimental results and the
conclusion illustrated in the last section.

Related work

This section presents briefly related works for shape
recognition as follows: Yang et al.16 suggested a novel
approach to shape recognition according to combin-
ing processes after dividing the shape’s boundary
contour points into two levels (contour fragments and
sampling points) to represent and describe the global
and detailed information of the shape sequentially.
Each level will be subject to an encoded process by
the Fisher vector approach and combined them to
perform a shape recognition process through linear
(SVM) model. The accuracy results from range values
up 92.70% to 99.26 according to different datasets.
Yan et al.17 presented a study of grain sand’s shape
recognition, related to the comparison state between
Fourier descriptors and shape descriptors (circularity,
elongation, roughness, and convexity) to determine
the optimal discriminant one of them (according to
the relationship between manufactured and natural
sand). Firstly, the shape descriptors metrics is ap-
plied and statistical features will be computed for

each(grains of sand and in another comparison side
the Fourier descriptors is computed to reconstruct the
boundary shape of grains of sand. The Andrews plots
are adopted for each side as a discriminant plotted
function. Therefore, the high quality of Fourier de-
scriptors is dependent. Wen-Yen18 proposed a shape
recognition approach where the boundary edge of the
object is extracted to determine the dominant set of
approximated points. These constative points are a
global recognition feature, which is categorized as a
nonlinear segment or liner segment for constructing
compactness approximate- polygons to derive dis-
criminant features, where the cyclic string matching
recognition method is adopted. The maximum recog-
nition rate is starting from 75% to 96 depending
normalization methods on. Li Z et al.19 presented
shape recognition method that depends on a richness
of local contour features (contour orientation, con-
tour pixel, and contour distance) where initially the
local contour features are obtained by the minimum
bounding rectangle method. González et al.20 pro-
posed a shape descriptor based on curvature features
for boundary points like (radius, center and tangent)
and quantized the features vector by k-means algo-
rithm according to minimizing the centroid distance
between classes the maximum recognition rate ob-
tained by this research equal 86.3% where MPEG-7
dataset is adopted in testing. Mirehi et al.21 intro-
duced a study of constructing a GNG graph for object
shape recognition that captures the geometrical and
topological properties features of the object and
relational features between internal and boundary
Vertices. Dynamic programming (DP) is adopted to
determine the optimal matching. The experiment re-
sults showed the high ability of this method for recog-
nition against noises depending on topological graph
features. Paramarthalingam and Thankanadar.22 pro-
posed one dimension shape features vector disrupter
based on boundary contour points to derive six dis-
rupters. The experiment results showed the object
area normalization (OAN) descriptor has a better
performance compared with other disrupters accord-
ing to shape marching and image retrieving where
MPEG-7 dataset is adopted in testing. Aswathi and
Philumon23 suggested an object shape recognition
method based on combining the bag–of–word model
with multi-scale curvature descriptor where the clas-
sification stage supports the vector machine model.
The recognition accuracy value is equal to 80%.
Zheng et al.24 proposed a novel framework of global
boundary furious disrupters, (multiscale –Fourier-
descriptor using -group feature) MSFDGF. The exper-
iments were applied on four standard databases and
the result shows a high accuracy result is 87.76%.
with MSFDGF-SH descriptor compared with another
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Fourier descriptor. Ahmed and Aradhya.25 proposed
a technique for recognizing the shape of object based
on extracting eight neighborhood patterns according
to state position for each boundary counter pixels
with assigning a unique label. The matching process
between shapes is based on the minimum cost of
hit value. The proposed technique is experimented
on the standard datasets where recognition accuracy
is 98%. Zheng et al.26 presented a global shape de-
scriptor called (IDSC-wFW) a weighted -Fourier and
wavelet like descriptor according to fast matching
properties, based on inner-distance shape–context.
The initial state starts by changing the shape his-
togram (IDSC descriptors) belonging to the point
domain to the histogram based on the field (as one-
dimensional signal model) and transforming the last
histogram to a new one-dimension signal transform
based on the Fourier transform. Lastly, the final two
transforms are combined to create a new descrip-
tor. The experiment result showed that the proposed
descriptor technique is efficient for use in online re-
trieval or large databases. Zheng et al.27 proposed a
new frequency-domain Fourier descriptor (FMSCCD)
based on (centroid-contour-distance, Fourier trans-
form and multiscale description). The experimental
results showed that it’s an efficient discriminable
and simple descriptor model with low computational
cost. Rababaah and Rabaa.28 presented a method
for shape recognition and characterization based on
(polar shape-signature and template-matching tech-
nique). The purpose of this proposed method is to
support the application of smart vehicles and robots.
The proposed algorithm achieved robust accuracy
equal to 95.83% and 95.45% when testing the testing
shapes and hand-drawing shape respectively.

Materials and methods

Line simplification

Line simplification defined as the technical pro-
cess of reducing redundant points of a complex
line while maintaining the vital points of essential
shape characteristics.29,30 Today, this technique has
many applications like shape analysis, cartography,
topological-consistency assessment, and data qual-
ity.31 Line simplification algorithms can be classified
as follow according to the selection approach for
boundary points.32

Independent-point approach

With this algorithm approach the process of
removing redundant points depends on predefined
condition without taking account of the relationship

among the boundary points, for example (nth point
algorithm).

Local-processing routines

The algorithms with category take into the con-
sideration the relationship between the consecutive
pints according to distance or perpendicular distance.
The algorithms with this category include ones like
(Reumann Witkam Routine, Triangular-Routine, and
Lang-Routine).

Global routine

The global processing routines differ from the
local approach through Reumann Witkamtial data
points are subject to entirety processing. This re-
search presents the Douglas Peucker algorithm as a
local line simplification technique.

Douglas-Peucker algorithm

Douglas and Peucker proposed a line simplifica-
tion algorithm which used in many applications like
path planning problems, geographic applications and
data compression.33–35 The fundamental object of
this algorithm is to re-represent the polyline of the
curve, to a similar liner curve according to piecewise
segments, which leads reducing the number of the
original curve’s points. Suppose the original trajec-
tory of the curve is defined as, K = (k1, k2, . . . ki, . . .,
kn), this trajectory can be substituted by line segments
k1k2, k2k3, . . ., ki− 1ki, . . ., kn− 1kn. Therefore, the
original trajectory curve is reconstructing by fewer
segments based on selected points or vertices from
the original points36 Fig. 1. Initially, the original data
handled by the algorithm are trajectory points of the
curve and threshold distance value or (diversity value
or parameter) (ε > 0) was predefined.37

The initial step of this algorithm starts by keeping
the endpoints (p1 and pN). The algorithm determines
the optimal point pk from (p2 to PN-1), where at this
point the maximum error (perpendicular distance)
βk from the connected line between the endpoints
(p1, pN) is greater than or equal to the predefined
tolerance value (ε),38 the point is marked “keep”.
This operation recursively applied38 by splitting the
curve at pk as two new curve segments C1 (p1. . .pk),
C2 (pk. . .pN) as shown in Fig. 1. Finally, the recursion
process terminates if the maximum error βk is less
than (ε) or the polyline decreases to a segmented line
with only two vertices. Finally, the approximated line
consists of all points marked as “keep.”39 Following
pseudocode algorithm steps of Douglas-Peucker
Algorithm.40
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Fig. 1. Sequential steps after applied Douglas-Peucker algorithm.

Algorithm 1. Peucker algorithm
Input: trajectory of boundary points.
Output: Approximated datapoint.
Step 1: Let a curve C composed of N Vertices set defined as V = {v1, v2, . . ., vn}, and diversity value ε = 0.001;
Step 2: connect the first V1 and last Vertices Vn to obtain a straight line Cv1,vn, and calculate the minimum distances

between a string line Cv1,vn and the remaining points (Vertices), {V2, . . . Vn-1) where the distance set defined
as S = {S2, . . ., Sm, . . . Sn-1}.

Step 3: determine the maximum distance Smax from distance set S, Smax = Sm where Sm is the distance between
straight line and Vertis Vk.

Step 4: if (Smax < ε) then Vertices set, {V2, . . . Vn-1) are rejected and the given curve is Compressed to straight line
Cv1,vn. and go to end.

Else the original vertices set V = {v1, v2, . . ., vn} is divided into two subsets Vt and Vs,
where V = Vt + Vs, Vt= = {V1, V2, . . ., Vm}, VS= = {Vm, VK+1, . . ., Vn}.

Step 5: For each subset Vt and Vs, apply the previous steps recursively until any distance value is less than the
diversity value ε.

Step 6: end.

Support vector machine

The support vector machine (SVM) was invented
in 1963, It is a supervised learning classifier algo-
rithm41,42 used for the classification and recognition
process. The target of this learning algorithm is spec-
ified the optimal hyperplane with maximum- margin
in N-dimensional space for separating data,39 math-
ematically let training dataset is defined as S = {(v1,
k1), (v2, k2), . . . (vn, kn)}, vi ε {1,−1}, and the de-
fended hyperplane z = wT k + b = 0 which adopted
for separate samples according to different classes
after selective a descriptive parameters43,44 where w
is the orientation parameter of a hyperplane, k is a
point lying on the hyperplane and b is the bias of
the distance of hyperplane starting from the origin.44

Therefore, the optimal hyperplane can satisfy the sep-
aration process as follow equations:44

Z =
{
wt k+ b ≥ 0, yi = +1
wt k+ b ≤ 0, yi = −1 (1)

SVM algorithm seeks to find the maximum
distance between the hyperplane and the learning
class’s points which are called margin distance.45

However, with a simple linear separable state the

SVM algorithm finds the liner separating hyperplane
which maximizing classifier margin according to
two classes Fig. 2(a).43 In contrast in a nonlinear
state when the classes cannot be separated in linear
state the classification process is applied in new
dimension space after deriving a suitable hyperplane
classification model where the data is subject to
nonlinear transform (Fig. 2(b,c)).43 The optimization
problem is derived according to maximize the margin
vertical distance which defined as.43,45

Maxw,b =
2
||w||2

(2)

That mean the maximizing process is based on min-
imizing ||w|| therefore.

Minw,b =
1
2
||w||2 (3)

Now for simplify the previous complex problem
depend on Lagrange function lead to the following
modified equation.41

L(w,b,a) =
1
2
||w||2 −

m∑
i=1

aiyi
(
wt k+ b

)
+

m∑
i=1

ai (4)
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Fig. 2. Support vector machine models.

Table 1. Kernel functions.

Kernel functions form

Liner P(Zi, Zj) = Zi
T.Zj

Polynomial P(Zi, Zj) = (Zi
T.Zj + 1)d

Gaussian P(Zi, Zj) = exp(− ||(Zi−Zj||2
σ2 )

With taking the partial derivative of b and w in
the Eq. (4) and after number deriving state by KKT
(Karush, Kuhn, Tucker) the next minimizing equation
is as follows.44

Min
1
2
||w||2 + c

n∑
i=1

Ei ∀i yi
(
w.xi + b

)
> 1− Ei (5)

Where and Ei is a slack parameter that is dependent
on selecting a hyperplane with less cost and error,
c is the regularization parameter.43,45 Some samples
cannot be classified according to suitable hyperplane
when they project in higher dimension space from
the original sample space, therefore for solve this
problem these samples are mapped to new higher
dimension space according to kernel functions (kernel
trick) as follows (Table 1) and dual problem will be
as in Eq. (3).43–47

max£

£∑
i=1

£i− 1
2

£∑
i, j=1

£i£jyiyj P
(
xi, xj

)
∀i,

0 ≤ £i ≤ c
n∑
i=1

£jyi = 0
(6)

where £i, Lagrange –multipliers, is a kernel function.
To choose the optimal one of them (kernel func-

tion), the user must apply the testing process to
determine the suitable one of them.

The propose approach

This section includes the proposed recognition
algorithm that initially depends on extract the

approximated set of points from the contour
boundary of the shape according to Douglas-Peucker
algorithm. Firstly, starting with an initial value of di-
versity (ε) and increasing it with each approximation
iteration by the DP algorithm until reaching to spe-
cific predefined number of approximated points, that
agreed with the required size of feature vector points.
During this processing, sometimes the numbers of
achieved points (approximated points) is closed
to required numbers. Therefore, the approximate
set of points is submitted to regulating evaluation
process for reaching to required number, through
by sequential computing process to determine the
radiates value (Ri) for each approximated point. This
value is computed according to the set of the created
circle’s equations of the approximated point and its
neighbors located on the circumference of the virtual
circle Fig. 3. Now the approximate set of points that
exceed the required number with lower radios from
a low curvature is removed to ensure that the final
number of points matches the required number of
features vectored size. However, now the approxi-
mated set of points is subject to the computed state
by applauding distance matrix for generating features
vector according to non-duplicated values selected
from a symmetric previous matrix to classification
step.

Results and discussion

This section presents the evaluation stage for
the recognition proposed algorithm mentioned
before, according to the standard dataset MPEG-7 by
MATLAB_R2017b. Initially, the first evaluation
deals with determining the assumption (is there an
optimal number of approximated boundary set of
points adopted for the shape recognition process
with considering a specific image size, 200 × 200),
among different numbers of approximated sets of
points. The adopted classifier is an SVM and the
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Fig. 3. Regulating evaluation process.

Algorithm 2. The recognition proposed algorithm
Input: tested image.
Output: image shape class label.
Step 1: let the diversity value α = 0, the increasing value, ε = 0.001, features vector requirements points size β.

Number of approximated points np = 0;
Step 2: Read the tested image I.
Step 3: Extra the shape boundary SB.
Step 4: repeat
Step 4.1: α = α + 0.01;
Step 4.2: np = Douglas-Peucker(α, SB);
Step 4.3: until (np ≥ β).
step 5: If (np = β) go to step 6
step 5.1: else
step 5.2 T = β-np, u = 1
step 5.3 For each triple sequential point np calculate the virtual diameter circle.
step 5.4 Reject the approximated points (T) that meet the lowest diameter values

End if
Step 6: Calculate distance matrix (dissimilarity matrix) for an approximated point β.
Step 7: Calculate the cumulative summation distances for each point from the previous step and determine the

selected one (sp) that meets the largest summation depended to solved rotation invariant state
Step 8: Apply the normalization process to the solved scaling invariant state.
Step 9: Generate the feature vector based on values in the upper trigonal distance matrix.
Step 10: Applied the SVM classifier to determine the class label.

kernel functions as a (radial base function (RBF),
polynomial and Liner), with different ranks of
polynomial’s degree (cubic, Quadratic and Quartic).
Initially, the Euclidian distance metrics were adopted
by dissimilarity matrix for the recognition process,
where n equals the number of approximated
points and the size of the features vector equal to
((n*n) − n)/2, as illustrated in the following results
(Table 2). However, because a dissimilarity matrix
is symmetric and each diagonal element is equal to
zero. The features vector will compose of all element
values in the upper triangular dissimilarity matrix
which (representing all distance values between each
approximated point to all other points). Therefore,
to evaluate our previous assumption we test the
proposed algorithm according to different sizes of an
approximate set of points derived by the (Douglas-

Peucker) Algorithm starting from the initial size 10 to
30 with different types of kernels function as below.

As seen in the previous table, the maximum
recognition rates are (0.961, 0.657, 0.793, 0.728,
0.620) satisfied when the approximated data points
are 20 and 21 sequentially opposite each kernel
function. However, the next step to evaluate the effect
type of distance metrics on the recognition rate which
is adopted by distance matrix (dissimilarity matrix).
Therefore, for the next evaluating step adopted
the set of approximated points, where (n = 20)
is based on the RBF kernel function. However,
for the second consideration after determining the
optimal approximation points (20) in the previous
state now we evaluate the rate of recognition
process according to applied different distance
metrics for creation a features vector by dissimilarity
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Fig. 4. The histograms of shape recognition results.

matrix. Fig. 4 illustrates the histograms recognition
levels classified in three categories of SVM kernel
functions.

From above Fig. 4, the maximum recognition ac-
curacy values achieved (0.961, 0.914, 0.906) are
satisfied when the kernel function is RBF meets
the (Euclidian, Minkowcki and Chebycher) distance
metric, sequentially according to each histogram.
Generally, the observer can notice the higher accu-
racy recognition value with RBF kernel function and
the liner kernel function are more recognition ac-
curate than polynomial kernel function. Therefore,

we can adopt the kernel classification function with
the Euclidian distance metric according to it’s the
higher accuracy. However, bellow the observer can
see the sample of recognition. shapes matching results
(Fig. 5) according to leering patterns subset from
original learning dataset, Fig. 6 where the white back-
ground figures represent the boundary approximated
sets of points opposite to recognitions results by the
proposed algorithm that matching appropriate suit-
able pattern in Fig. 5.

Fig. 7 illustrates the results of the proposed
algorithm by using distorted shapes. Where is the
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Fig. 5. Shows recognition testing patterns shapes opposite their approximated points are recognized by proposed algorithms according to
next learning pattern where the white background figures represent the boundary approximated points opposite to recognitions results by
the proposed algorithm.

Fig. 6. Sample of learning shape patterns in MPEG-7 dataset.

Fig. 7. The results of the proposed algorithm by using distorted patterns.
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Table 2. Recognition accuracy results according to different sizes of approximated set of points.

Kernel function
n (number of
points)

Accuracy
recognition
values by RBF
kernel function

Accuracy
recognition
values by
polynomial
kernel function

Accuracy
recognition
values by liner
kernel function

Accuracy
recognition
values by
Quadratic kernel
function

Accuracy
recognition
values by
Quartic kernel
function

10 0.498 0.345 0.338 0.355 0.352
11 0.535 0.410 0.420 0.416 0.400
12 0.572 0.471 0.444 0.471 0.454
13 0.589 0.447 0.477 0.467 0.440
14 0.698 0.525 0.586 0.569 0.505
15 0.650 0.467 0.508 0.515 0.464
16 0.645 0.491 0.508 0.525 0.474
17 0.711 0.525 0.522 0.535 0.494
18 0.725 0.562 0.640 0.586 0.508
19 0.840 0.637 0.722 0.677 0.576
20 0.961 0,600 0.793 0.728 0.555
21 0.840 0.657 0.766 0.722 0.620
22 0.840 0.644 0.725 0.711 0.603
23 0.800 0.633 0.735 0.694 0.586
24 0.732 0.511 0.566 0.535 0.494
25 0.711 0.57 0.583 0.583 0.528
26 0.779 0.583 0.640 0.644 0.528
27 0.766 0.640 0.644 0.647 0.596
28 0.772 0.647 0.654 0.688 0.613
29 0.755 0.630 0.650 0.677 0.596
30 0.769 0.630 0.647 0.647 0.596

first row of figure representing the distorted patterns
and after using the proposed algorithm, the output
present in the second row of figure for improve the
proposed algorithm.

Conclusion

This paper proposed a boundary or global-based
descriptor algorithm based on line simplification
approach according to selecting an optimal ap-
proximated set of points by the Douglas-Peucker
algorithm. However, through the experiment side,
the maximum recognition rate was achieved equal to
0.961 when the approximated dataset was equal to 20
where the support vector machine nonlinear classifier
model was adopted with RBF a kernel model and dis-
tance metrics are (Euclidian, Minkowcki and Cheby-
cher) was adopted by dissimilarity matrix. In future
work, we will work on reducing the time complicity
by optimizing the efficiency of algorithm for selection
the optimal diversity value, and then applying the fu-
ture work in real field like Hand Gesture Recognition.
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ةجرختسملالكشلاطیحمتافصىلعادامتعالاكشلااطامنازیمتلدیدجبولسا

طخلاطیسبتةیمزراوخةطساوب

ركاشدیمحءامیش،ةلكعمیحر،دیعسلداعيلع

قارعلا‘دادغب‘ةیجولونكتلاةعماجلا‘بوساحلامولعمسق

ةصلاخلا

صلاختسايفةدمتعملاتاینقتلاىلعادامتعاكلذوةنكاملاةیئوربةقلعتملاتاقیبطتلايفةسیئرلاماھملاىدحالاكشلااطامنلاازییمتةیلمعربتعت

صلاختسلاةیمزراوخحارتقاىلاقرطتلامتثحبلااذھيف.لكشللةیلخادلاةقطنملاواطیحملاساساىلعةفنصمنوكتيتلاولكشلاتافص

ءاعدتساراركتقیرطنع)ركوبسلاكود(ةیمزراوخىلعىادامتعالكشلاطیحملةیریدقتلاطاقنلاةعومجمىلعادامتعالكشلاتافصةجتم

ىلعلوصحلاةیاغلراركتلكعمةیدعاصتروصبھتمیقةدایزوبراقتلاةیحامسدحبءادتبلاادعبتارملانمددحمریغددعلةیمزراوخلا

طامناعملكشلاطمنزیمتصحفءارجاوةفاسملاةفوفصمىلعادمتعاتافصلاةجتمدیلوتمتیبراقتلاطقانلددعلكلباقمو.بولطملاددعلا

براقتلاةیزراوخنمةجرختسملابراقتلاطاقنللثماددعكلانھلھناىلعمئاقلاضارتفلاانایبلجلا.لاكشلااةدعاقيفةنوزخملالاكشلاا

ةنكاملاةجتمفنصملامادختساب(MPEG-7)ةیرابتخلاالاكشلااةعومجمىلعرابتخلااءارجامت.زییمتللةبسنىلعاقیقحتلىلثمنوكت

0.961ةبسنبزییمتةبسنىلعاققحیبراقلاطاقنلددحمددعدوجوبةیضرفلاةحصنیبتو(SVM)معادلا

.SVM،لاكشلاازییمت،طامنلاازییمت،طخلاطیسبت،ركوبسلاكود:ةیحاتفملاتاملكلا
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